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> whoami?

I Nizamudeen A - nizamial09 O

2023 - Software Engineer at IBM.
2022 - Became component lead of Ceph Dashboard in upstream and downstream.
2020 - As an Associate joined Ceph Dashboard team.

2019 - Started as an intern and was contributing to the rook and ocs operator at Red Hat.


https://github.com/nizamial09

> whoareyou?

Who of you ever tried or are currently using Ceph?
What for? RBD? CephFS? S37 NFS?
Anyone using some dashboard/GUI? Calamari? OpenATTIC?

Anyone tried/used Ceph Dashboard?



What is a Dashboard?

dashboard
/'dajbo:d/

1. The panel facing the driver of a vehicle or
the pilot of an aircraft, containing instruments
and controls.



What is a Dashboard?

Why Ceph-Dashboard is not just a Dashboard for Ceph?

dashboard

/'daJbo:d/

1. The panel facing the driver of a vehicle
or the pilot of an aircraft, containing
instruments and controls.



Who needs a Dashboard?

Distributed Systems are complex/complicate Ceph CLI doesn’t provide unified User CLl is great but..
: Experience §
install ceph SSH vs. HTTPS
configure rados CLIvs. REST
operate rbd text vs. graphics
maintain radosgw-admin :
troubleshoot | cephadm

Reference:

“Hey, You Have Given Me Too Many Knobs!": http:/cseweb.ucsd.edu/~tixu/job_search/xu.fse15.pdf


http://cseweb.ucsd.edu/~tixu/job_search/xu.fse15.pdf

Cephis born

2006

CLIWINTER

Where do we come from?

VSM (Intel)

2013

2014

Calamari (Inktank)
OpenATTIC (SUSE)

Ceph-Manager
Ceph-Dashboard v1

2015 ‘ 2018
2016
Ceph-Dash Ceph Dashboard v2
Inkscope

Ceph Orchestrators
Cephadm Serviceability

2020

2019 2022

Introduction of
Workflows in Ul



Ceph GUIs

Usual Suspects

CALAMARI OPENATTIC VSM INKSCOPE CEPH-DASH CEPH-DASHBOARD
WHO Inktank / Red Hat ITNovum / SUSE Intel Orange Labs Ceph Community
HOW LONG 2013 - 2018 2013 - 2019 2014 - 2016 2015 - 2016 2015 - 2017 2018 -
CEPH MGMT Medium Very Advanced Advanced Limited Monitor-only Very Advanced

Salt, Python, Django Salt, Python, Django Python, Python, Flask Ceph-Mgr, Python
TECHNOLOGY STACK REST, ZeroRPC, JS AngularJS Agent-ContrqIIer, Python, MongoDB InfluxDB/Graphite Angular, Grafana

OpenStack Cinder, JS
LICENSE LGPL 2.1 GPL2 Apache 2.0 Apache 2.0 BDS 2 LGPL-3
) . . . . . . : . github.com/ceph/ceph

github.com/ceph/cala github.com/openattic/ github.com/intel/virtu https://qgithub.com/ink github.com/Crapworks 5
URL - 5 X /tree/master/src/pybi

mari openattic al-storage-manager scope/inkscope /ceph-dash nd/mar/dashboard

Sources:

Paul Evans, SysAdmin's Toolbox: Tools for Running Ceph in Production: https:/de.slideshare.net/Inktank_Ceph/07-ceph-days-sf2015-paul-evans-static



https://de.slideshare.net/Inktank_Ceph/07-ceph-days-sf2015-paul-evans-static
https://github.com/ceph/calamari
https://github.com/ceph/calamari
https://github.com/openattic/openattic
https://github.com/openattic/openattic
https://github.com/intel/virtual-storage-manager
https://github.com/intel/virtual-storage-manager
https://github.com/inkscope/inkscope
https://github.com/inkscope/inkscope
https://github.com/Crapworks/ceph-dash
https://github.com/Crapworks/ceph-dash
https://github.com/ceph/ceph/tree/master/src/pybind/mgr/dashboard
https://github.com/ceph/ceph/tree/master/src/pybind/mgr/dashboard
https://github.com/ceph/ceph/tree/master/src/pybind/mgr/dashboard

Screenshot:

https://ceph.com/planet/ceph-calamari-the-survival-quide/, https://www.openattic.ora/media.html, https://01.ora/sites/default/files/documentation/virtual_storage_manager_1.0_operations_quide_0.pdf, https://qithub.com/inkscope/inkscope,

@ HEALTH

OK

33 secs ago

Calamari

Quorum

& POOLS

sta PG STATUS

1921192
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D Clean DWorkmg . Dirty
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0

Reads +

Writes

& USAGE

. Obytes

Obytes Used

LJd HosTS

3

Reporting

3 MON/3 OSD
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https://ceph.com/planet/ceph-calamari-the-survival-guide/
https://www.openattic.org/media.html
https://01.org/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf
https://github.com/inkscope/inkscope

Screenshot:

TTIC

OpenATTIC

s b
Dashboard Po: Node NFS Objec System
Ceph Nodes
c = 10+ Q
") Hostname I3 Addresses ¢ Cluster ¢ Roles Koy status ¢
¥ bluesea-sie-1 10.162220.137 86414907-0922-3383-ab2.TGDE043b4028 storage,masiermonmgr accepted
bivesea-sie-2 10.162220.138 8644907-0922-3383-Dab2-700E04304628 slorage mastecmon.mgrigw.mds ganesha accepted
bluesea-sie-3 10.162220.139 86414907-09a2-3383-Dab2- 700604304628 storage mastermonmgrigwmds ganesha accepted
Showing 11 3 of 3 items = 1 o1t
bluesea-sie .de:9100 -
cPu Memory
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t
75.00% 2868 |
U } —
50.00% 1968
25.00% 2017-09-0406:41:54
ﬁl - 23236i8
4 e B 12Mi8
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A
VU INUUUNY | NSNS SUPNIY =g R ool o ] "K‘. TN AU ¥ I, 'V
0330 04:00 4:30 05:00 05:30 06:00 0630 07:00 0730 08:00 08:30 09:00 0930 10:00 1030 1:00 130 1200 1230 300 1400 14:30 15:00
min max avg
87kBps  322kBps  102kBps
53kBps  108kBps  62kBps
Disk 1/0 Utilisation Filesystem Fullness Filesystem Fill Up Time
100,00
75.00% g
No datapoints @
50.00% 50.00%
25.00% 25.00%
1 A A
06:00 08:00 1000 1200
via1 =

b == vdbl

b2 e -l

https:/ceph.com/planet/ceph-calamari-the-survival-quide/, https://www.openattic.org/media.html, https://01.ora/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf, https:/github.com/inkscope/inkscope,
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https://ceph.com/planet/ceph-calamari-the-survival-guide/
https://www.openattic.org/media.html
https://01.org/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf
https://github.com/inkscope/inkscope

intel.

Virtual Storage Manager for Ceph

Dashboard

Cluster Status

Server Management
Manage Servers

Manage Devices

Cluster Management

Create Cluster
Manage Pools

Manage Storage Group

All Pools

Storage Pools

ID Name

0 data

1  metadata
2 rbd

3 capacity_pool

4  high_performance_read_pool

5  cold_storage_pool

6  high_performance_pool

7  storage_tier_pool

8  ec_cold_storarage

Displaying 9 items

Primary
Storage Group

storage_group1
storage_group1
storage_group1
storage_group1
storage_group2

storage_group1

storage_group2

storage_group4

storage_group3

VSM

Replica
Storage Group

storage_group1

Placement
Group
Count

64

64

64

100

100

100

Size

=+ Add Cache Tier

Quota
(GB)

Cache Tier Status

Cache pool
for:storage_tier_pool

Storage pool

for:high_performance_pool

=+ Remove Cache Tier

Erasure
Code Status

default_profile

default_profile

default_profile

Status
running
running
running
running
running

running

running

running

running

Logged in as: admin

=+ Create Replicated Pool

Created
By

ceph
ceph
ceph
VSM
VSM

VSM

VSM

VSM

VSM

Sign Out

=+ Create EC Pool

Tag

SYSTEM
SYSTEM
SYSTEM
capacity_pool
high_performance

cold_storage

high_performance

storage_tier_poo

EC cold

Screenshot:

https://ceph.com/planet/ceph-calamari-the-survival-quide/, https://www.openattic.org/media.html, https:/01.ora/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf, https:/github.com/inkscope/inkscope,
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https://ceph.com/planet/ceph-calamari-the-survival-guide/
https://www.openattic.org/media.html
https://01.org/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf
https://github.com/inkscope/inkscope

Screenshot:

https://ceph.com/planet/ceph-calamari-the-survival-quide/, https://www.openattic.org/media.html, https:/01.ora/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf, https:/github.com/inkscope/inkscope,

Ceph status

Sandbox
ink§cope ciuster osD Pool

PG

Block devices

InkScope

Rados Gateway MDS

Misc.

Logged as admin

Cluster health at 10:42:08

Read : 0.0 bytes/s , Write : 0.0 bytes , Recovery : 0.0 bytes/s

history [20151223 10:41:53 : OK

Monitors status

1153 Placement groups

@ activetclean

nx

Avail. capacity :
55.7GB

41.3 %

39.3 GB used
on 95.0 GB

10 OSD
UP DOWN

-3

ouT

Full

%

27 pools

clean unclean

o

MDSs
up:in
up:standby

max
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https://ceph.com/planet/ceph-calamari-the-survival-guide/
https://www.openattic.org/media.html
https://01.org/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf
https://github.com/inkscope/inkscope

CephDash

Ceph Cluster Overall Status

+ Cluster Status:HEALTH_OK

Ceph Cluster Monitor Status

' Monitor MON-BS04: HEALTH_OK

' Monitor MON-BS02: HEALTH_OK

Ceph Cluster OSD Status

PG Status

0 bytes

Operations / second

886.02 GB / 807.09 TB (0%) 9216 placementgroups in cluster

Screenshot:

https:/ceph.com/planet/ceph-calamari-the-survival-quide/, https://www.openattic.org/media.html, https://01.ora/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf, https:/github.com/inkscope/inkscope,
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https://ceph.com/planet/ceph-calamari-the-survival-guide/
https://www.openattic.org/media.html
https://01.org/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf
https://github.com/inkscope/inkscope

Screenshot:

https://ceph.com/planet/ceph-calamari-the-survival-quide/, https://www.openattic.ora/media.html, https://01.ora/sites/default/files/documentation/virtual_storage_manager_1.0_operations_quide_0.pdf, https://qithub.com/inkscope/inkscope,

ealth

Overall status:

254

Objects

Cluster log

2017-09-27
2017-09-27
2017-09-27
2017-09-27
2017-09-27
2017-09-27
2017-09-27 09:10:
2017-09-27 ©

Ceph-Dashboard v1

Raw capacity
(1.06GiB used)

.839951 [INF]
.779245 [INF]
9.089104 [INF]
.088773 [INF]
.471460 [INF]
.797875 [INF]
.795757 [INF]
.782059 [INF]

&

Usage by pool

daemon mds.a is now active in filesystem

daemon mds.a assigned to filesystem ceph

0sd.0 172.21.9.34:6801/17395 boot

Manager daemon x is now available

Activating manager daemon x

monmap el: 1 mons at {a=172.21.9.34:6789/0}

mon.a@® won leader election with quorum @
0 won leader election with quorum @

Copyright © 2016 by Ceph Contributors. Free software (LGPL 2.1)

MONITORS
1 (quorum 0)

0sDs
1(lup,1in)

Name PG status
cephfs_data_a
phfs_metadata_a
.rgw.root
efault.rgw.control
default.rgw.meta

default.rgw.log

rank © (now has 1 ranks)

ceph version 13.0.0-1258-g07dd2df (07dd2dff56d6bceddac0d849adfe9c2429d0a280) mimic (dev)

METADATA SERVERS

. 1 active, 0 standby

MANAGER DAEMONS

¢ active: x

Usage Activity
0B /8.89GiB 0rd,0wr
2.19KiB / 8.89GiB d, 0 wr
1.08KiB / 8.89GiB 0rd, 0 wr
0rd,0wr
0rd,0wr

5.11krd, 0 wr

15


https://ceph.com/planet/ceph-calamari-the-survival-guide/
https://www.openattic.org/media.html
https://01.org/sites/default/files/documentation/virtual_storage_manager_1.0_operations_guide_0.pdf
https://github.com/inkscope/inkscope

@ceph
Dashboard
Cluster
Pools
Block
NFS
File Systems

Object Gateway

Status @

Cluster Status

WARNING A

Managers

1 active
0 standby
Capacity &

Raw Capacity

1% W Used: 3GiB
of 303 GiB Avail.: 300 GIiB

Performance &

Client Read/Write

Reads: 0 /s
W Writes: 0 /s

Ceph-Dashboard v2

Monitors

1 (quorum 0)

Object Gateways Metadata Servers

0 total no filesystems

Objects PG Status

B Healthy: 100% \ \ B Clean: 33

2 \ Misplaced: 0% | Working: 0
objects B Degraded: 0% | W Warning: 0
W Unfound: 0% | W Unknown: 0

Client Throughput Recovery Throughput

Reads: 0 Bfs
W Writes: 0 Bfs

English ~

Refresh

3 total
3up,3in

iSCSI Gateways

0 total
0 up, 0 down

PGs per OSD

Scrubbing

Inactive

16



@ ceph
Dashboard
Cluster
Pools
Block
NFS
File Systems

Object Gateway

Ceph-Dashboard v3 (soon

Details

FSID
ca7caeda-c815-4881-af17-86586h3cebdd

Orchestror
Orchestrator is not available

Ceph version
18.0.0-1630-g461ac2c3 reef (dev)

Inventory

1 Host

3 Monitors

1 Manager
30SDs

7 Pools

193 PGs

1 Object Gateway
0 Metadata Server

0iSCSI Gateway

Status

A\ cluster

Alerts \\S/\ (:

Cluster utilization

Used Capacity
3GiB

Latency
oms
oms

Client Throughput
0BIs
0B/s

English ~

Capacity

1%

of 303 GiB

[l Used: 3GiB

Warnin

Last 1 hour

17



How Ceph Users monitor Ceph?

What metrics and monitoring tools do you use?

Answered: 105  Skipped: 22

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%

@® Prometheus

@® node_exporter

@ ceph_exporter

® Telegraf

@® Graphite

@® Ceph-Dash

Ceph Dashboard
Nagios/icinga

Zabbix

Other (Please specify)
Croit

Intel VSM

® Grafana (custom)
Proxmox

@ InfluxDB

@® Ceph-metrics

@® Collectd

Source:

Ceph User Survey 2022: https://ceph.io/en/news/bloa/2022/ceph-user-survey-results-2022/images/ceph-user-survey-results-2022.pdf

18


https://ceph.io/en/news/blog/2022/ceph-user-survey-results-2022/images/ceph-user-survey-results-2022.pdf

/A

OpenATTIC

Ceph Dashboard v2

®
ceph

Ceph Manager

&

Ceph Dashboard v1

19



Anatomy of Ceph Dashboard

SERVER-SIDE CLIENT-SIDE
CEPH-MGR DASHBOARD v2

BACKEND - PYTHON FRONTEND - ANGULAR
Cached

Status

CEPH

Single-Page
CLUSTER REST API

Web App

PROMETHEUS-EXPORTER

PROMETHEUS GRAFANA

20


https://www.lucidchart.com/documents/edit/582da365-6bea-44ed-b77a-5d48a81f2ab2/0?callback=close&name=slides&callback_type=back&v=16442&s=960

What can | do from the Ceph Dashboard?
Quincy (17.2.2)

Orchestration

API REST SSO (SAML2) Built-in Grafana Alerting (+ SNMP) RBAC Ceph Logs Increased Security
i18n: 17 languages Wizard: Cluster
expansion




What can | do from the Ceph Dashboard?
Reef (18.2.2)

95%

95% 95% 95% gco

50%

API REST

RBAC

i18n: 17 languages

SSO (SAML2) Built-in Grafana Alerting (+ SNMP)
Wizard: Cluster
expansion

Orchestration

15%

Increased Security

22



Goals: Beyond Reef

Improving the Usability Experience

Low code initiative

Replacing Grafana with built-in charts
CephFS Integration

Multi-cluster monitoring & management

Feature parity with CLI

23



Ceph-Dashboard Demo

e Build:
o Ceph main (7f80f5de91)
e Environment:
o Ceph-Dev/kcli/cephadmbox:
https://qithub.com/rhcs-dashboard/ceph-dev/
e Dashboard: hitps://0.0.0.0:11000

24


https://github.com/rhcs-dashboard/ceph-dev/
https://0.0.0.0:11000

Part 2

Contributing to the Ceph Dashboard
As a User

As a Documenter or Translator

As a Developer

Ceph Dashboard Community

25



How to contribute to the Ceph Dashboard?
Choose your own adventure

self.t

classmethod
o ron_settingslclsy ‘%_‘
settings.guthooll
debu = Ts(job_dirtsettingshe

def request_seenlsau. 'n-—)l
- self.request. M
i fps self.fW
True
self.fingemrm!.‘“ﬂ

self.file: I os.Linespd

14
self.file.write
{

U,
fingerprint(sells Ueecest)
def request_ o st fingerprint

User Translator - Documenter Developer

Source:

https://unsplash.com/photos/gp8BLyaTaAQ , https://unsplash.com/photos/ieic5Tq8YMk , https://unsplash.com/photos/y02JEX_B0OOO

26


https://unsplash.com/photos/gp8BLyaTaA0
https://unsplash.com/photos/ieic5Tq8YMk
https://unsplash.com/photos/y02jEX_B0O0

As a User

Dashboard is enabled by default with Cephadm.

Otherwise, you can enable it manually (https://docs.ceph.com/en/latest/mgr/dashboard/):

S ceph mgr module enable dashboard

S ceph dashboard create-self-signed-cert

S ceph dashboard ac-user-create admin -i <file_with_password>
S ceph mgr services

{
"dashboard": "https://<ip>:<port>/",

27


https://docs.ceph.com/en/latest/mgr/dashboard/

As a User

Give it a try:

28



As a User

Share your experience 0 ask
for help

ceph-users@lists.ceph.com
IRC: OFTC #ceph-dashboard

Report issues, suggestions, or new features

Documentation

ih 5 Reportan issue
API |

Tracker *

Subject *

Description *

Ceph Tracker API Key *

Project name *

X
— v
{ dashboard v v'
I feature v VI
’ Add cluster topology view v ‘

Having a cluster topology view would be
helpful to relate performance issues with

29



mailto:ceph-users@lists.ceph.com

As a Documenter

e \Where are Dashboard docs?

o https://docs.ceph.com/en/latest/mgr/dashboard/

e You may report issues or review, amend or extend docs yourself:

0 Edit on GitHub

:slopment version of Ceph.

Report a Documentation Bug h

30


https://docs.ceph.com/en/latest/mgr/dashboard/

As a Translator

e You may help translate the Dashboard to other languages:

o https://www.transifex.com/ceph/ceph-dashboard/dashboard

o Currently available: Chinese (Cantonese), French, German, Italian, Japanese,
Portuguese, Spanish, Korean, Czech, Indonesian, Polish, Finnish and
Norwegian.

o Persian and Hungarian have no translators

31


https://www.transifex.com/ceph/ceph-dashboard/dashboard

As a Developer

How to start:
e Ceph devels Mailing List: dev@ceph.io
e |RC: OFTC #ceph-dashboard
e Docs:
o https://docs.ceph.com/en/latest/dev/developer quide/
o https://docs.ceph.com/en/latest/dev/developer_quide/dash-devel/

32


mailto:dev@ceph.io
https://docs.ceph.com/en/latest/dev/developer_guide/
https://docs.ceph.com/en/latest/dev/developer_guide/dash-devel/

As a Developer

Where is the Dashboard code?
e Back-End:
o Python 3.6
o https://qithub.com/ceph/ceph/blob/main/src/pybind/mgr/dashboard
e Front-End:
o Angular 12 (Typescript) + Bootstrap 4 (CSS)
o https://qithub.com/ceph/ceph/blob/main/src/pybind/mgr/dashboard/frontend

33


https://github.com/ceph/ceph/blob/master/src/pybind/mgr/dashboard
https://github.com/ceph/ceph/blob/master/src/pybind/mgr/dashboard/frontend

A D I path: 'ceph-users',
S a eve Oper component: CRUDTableComponent,
data: {
breadcrumbs: 'Cluster/Users’,
resource: 'api.cluster.user@®1.0’'

What is Low Code Initiative? }

}, ‘
. No UI Skills required: Cluster » Users
“everyone can now extend the @-||[s B T T
Ceph-Dashboard” Sl caps ¢ i
client.admin m m
e Self-descriptive back-end | [mon: allow * [ osa: allow *
client.bootstrap-mds mon: allow profile bootstrap-mds bbiieloldelali
e Similar to Openshift's “OLM Descriptors”  entboosiapma
. client.bootstrap-osd mon: allow profile bootstrap-osd RRRRARARE _w
e First back-end only feature: clentbootsiapod
11 total 1 _—

“Ceph Auth Management”



https://github.com/openshift/console/blob/master/frontend/packages/operator-lifecycle-manager/src/components/descriptors/reference/reference.md

Dashboard in numbers
Since Mar. 2018

> 2 7OO >4 ZOO >121,000

de

Pull Requests Commits
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https://unsplash.com/photos/6bXvYyAYVrE

How do we coordinate?

Stand-up

Daily 11.00am (CET/CEST)
30 min

“Upstream Sync”

Tuesdays, fortnightly 14.00 (CET/CEST)
30 min

“Face to Face”

Yearly (pre-pandemic times)
~3 days

37



How do we coordinate?
__1st Face to

NS —
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How do we coordinate?
Dashboard-Orchestrator F2F, OpenStack Summit Berlin
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How do we coordinate?
2nd Face to Face, Fulda, Jun 2019
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Questions?



Thank you!



