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Clustered Samba



Samba

● File and print server
– SMB / CIFS, SMB2 and SMB3+ dialects

● Authentication
– NTLMv2 and Kerberos

● Identity mapping
– Windows SIDs to uids and gids
– Active Directory domain member or domain controller



Samba
● smbd

– Main server daemon
– Spawns separate processes for various RPC services

● Endpoint mapper, spoolss (printing), etc.

– Forked for each client connection
– Pluggable back-end

● vfs_btrfs, vfs_ceph, vfs_fruit, etc.

● winbindd
– Authentication and ID mapping daemon
– Communicates with AD DC when joined to a domain



Samba State

● SMB protocol requires server state tracking
– Client connections
– Open files, locks and leases

● Samba relies on Trivial Database (TDB)
– Key-value store
– Supports multiple writers, record locking, transactions, etc.
– Single node only



Clustering with CTDB

● Clustered Trivial Database (CTDB)
● Share state across multiple Samba nodes

– Volatile and persistent databases
– Reliable messaging

● Active / Active
● HA features

– Monitoring and failover



Clustering with CTDB

● Record location master and data master
– Location determined by hash of key and active node map

● Elected recovery master monitors state of cluster
● Performs database recovery if necessary

– Cluster-wide mutex used to prevent split brain
● “Tickle” clients on IP failover



Clustering in Windows and Samba

● Windows
– File Server role (active / passive)
– Scaleout File Server role (active / active)

● Samba + CTDB
– All nodes are active at the same time
– Clients access the cluster by the public IP addresses pool, distributed 

dynamically between nodes (floating IPs)



Witness Protocol



Witness protocol

● Advertise cluster state changes to clients
● Transparent client failover
● Load balancing
● Allows continuous availability of SMB shares in clustered 

environments
● Runs as a DCE/RPC service



SMB1 and SMB2 client failover
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● Client opens SMB connection to 
node 1

● Node 1 goes down
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● Client waits TCP timeout… 
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● Client opens SMB connection to 
node 1

● Node 1 goes down

● Node 2 takes the role

● Client waits TCP timeout…

● Client reconnects
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SMB1 and SMB2 client failover with CTDB

● IP takeover
● Uses “Tickle ACKs” and “gratuitous ARP” to speedup recovery
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● Client opens SMB connection

● Node goes down
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● Client opens SMB connection

● Node goes down

● CTDB enters in recovery and runs IP 
takeover
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● Client opens SMB connection

● Node goes down

● CTDB enters in recovery and runs IP 
takeover

● CTDB “takes” the unavailable IPs
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● Client opens SMB connection

● Node goes down

● CTDB enters in recovery and runs IP 
takeover

● CTDB “takes” the unavailable Ips

● CTDB sends to all clients that were 
connected to node 1 a “gratuitous ARP” 
and a “tickle ACK”
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● Client opens SMB connection

● Node goes down

● CTDB enters in recovery and runs IP 
takeover

● CTDB “takes” the unavailable Ips

● CTDB sends to all clients that were 
connected to node 1 a “gratuitous ARP” 
and a “tickle ACK”

● The tickle ACK resets the connection
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SMB3 client failover

● Transparent thanks to several new features
– Persistent handles

● Part of SMB3 protocol
● Server maintains file handle state and persist it
● If client/server crashes the client can reestablish the file handle state
● Work in progress

– Witness
● New protocol independent from SMB
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● Client opens SMB and SWN 
connections, always on different 
nodes
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● Client opens SMB and SWN 
connections, always on different 
nodes

● Node goes down

● Node 2 takes the role and notify 
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● Client opens SMB and SWN 
connections, always on different 
nodes

● Node goes down

● Node 2 takes the role and notify 
the client role is now in the node 2

● Client reacts to notification and 
reconnects to node 2
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Demo: Samba + CTDB + CephFS

● CephFS module for Samba: vfs_ceph
● Ceph RADOS clustered mutex helper for CTDB
● Asynchronous DCE/RPC server
● Witness server
● Persistent Handles



Future Outlook



Work in Progress – Witness

● Upstreaming
● Protocol requires asynchronous DCE/RPC server

– Partial rewrite samba3 DCE/RPC server
– Merge samba4 and samba3 implementations

● Automatic cluster load balancing



Samba: Future

● Replace or modify CTDB
● Ceph omap backed key-value store for Samba

– Samba database API demanding
● Multiple processes and writers
● Record locking and transactions

– RADOS classes



References
● Samba: https://samba.org/

● CTDB: https://ctdb.samba.org/

● SMB 3.1.1 encryption: https://technet.microsoft.com/en-us/library/dn551363(v=ws.11).aspx

● Witness Protocol: 
http://www.sambaxp.org/archive_data/SambaXP2015-SLIDES/wed/track1/sambaxp2015-wed-track1-
Guenther_Deschner-ImplementingTheWitnessProtocolInSamba.pdf

https://technet.microsoft.com/en-us/library/dn551363(v=ws.11).aspx
http://www.sambaxp.org/archive_data/SambaXP2015-SLIDES/wed/track1/sambaxp2015-wed-track1-Guenther_Deschner-ImplementingTheWitnessProtocolInSamba.pdf
http://www.sambaxp.org/archive_data/SambaXP2015-SLIDES/wed/track1/sambaxp2015-wed-track1-Guenther_Deschner-ImplementingTheWitnessProtocolInSamba.pdf
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