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A Established in 1975.
A Intergovernmental Organisation
A 22 Member States | 12 Cooperation States
A 350+ staff
A 24/7 operational service
A Operational NWP centre
A Supporting NWS (coupled models) and businesses

A Research institution
A Closely connected with researchers worldwide
A Operates two Copernicus Services _ .
A Climate Change Service (C3S) Gpgﬁﬂghﬁ
A Atmosphere Monitoring Service (CAMS)

A Supports Copernicus Emergency Management
Service (CEMS)




What do we do?

%

Medium-range weather Longrange
forecast weather forecast

High resolution Predicts statistics of weather for
Global models coming month or season

6-12 hour
production schedule

Climate prediction

CQ doubling and other
scenarios

Very high resolution
Regional models

1-2 hour
production schedule

1-8 times a month
production schedule
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What do we do?

%

Operations i Time Critical
I HRES 0-10 day, 00Z+12Z, 9km @ 137 levels
i ENS 0-15 day, 00Z+12Z, 18km @ 91 levels
i BC 06Z and 182, 0-5 days hourly
I 100 TiB, 85 Million products
I Real-time Dissemination, 200 destinations world-wide

Researclt
I 100s Daily active experiments to improve our models
I Reforecasts, Climate reanalyss;

Meteorological Archive
I > 300PiBof data @ 5000 daily active users
I 250TiBadded per day
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HPC
2x CrayXC40 HPC
2x 129,960 cores Xeon EP-BHE5 Broadwell

2x 10PiBLustre PFS storage
Top500 424/43d

Cloud

A [Saa$CopernicuPata Storage (CDEPDperational

A [Paa$ EuropeariWeatherCloudg Pilot currentlybeingsetup
A [Xaa$ WEKEOwww.wekeo.eu

Archive

LargesiMeteo archivedx Oracle (Sun) SL85Wpe libraries

~ 140 Tape drives
+ 100TiB/ day operational + 150iB/ day other
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http://www.oracle.com/us/products/servers-storage/storage/tape-storage/sl8500-modular-library-system/overview/index.html

The Data Challenge
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Disseminated Data (TiB) %

A Data archival and retrieval system for ECMWF

ECMWEF Data GrowthHistory and Projections
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A Largest meteorological archive in the world

data I Direct access from Member States

> 300 PB primary data I Available to research community worldwide
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Types of data growth

¢ Reliability
EnsemblesA

1
s

.‘s
\e X
Traditional 3\ co™P
weather science W

domain

Traditional climate
science domain

Today: we need high-resolution,
OEarth systemd mc
to perform at all scales!
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The data challenge

e 2
A No user can handle all our data in real-time

I Much of ECMWEF (Ensemble) forecast stays unused!

I ECMWF always looks for new ways to give user access
to more of its forecasts

I Not made easier by domain specific formats &
conventions

How do we improve user access
A Dissemination system to such volumes of data?

I Sophisticated push system to disseminati®TB4dn real

time across the world

AWeb services
I Develop & explore (GIS/OGC) web services to allow users to request dadanamd
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How can you access data today?

= - server.retrieve({
“class”: “er”,
Public users “dataset”: “erals”,

Authorized users Commercial users (self registered) “date”: “1991-11-01/to/1991-11-30”
. 2

‘.SJ ‘Q ‘Q “levtype”: “sfc”,
v

“param”: “167.128”,
“repres”: “gg”,

v “step”: «e»’
“stream”: “oper”,
Access Access ECMWF “time”: “12:00:00”,
MARS public datasets "type”: nanu’
1 ' “target”: “output”,
'4 p_)

MARS

ECMWF

data
archive

- . —
Archive catalogue
Link Public
datasets

NetCDF GRIB JSON

Link

MARS catalogue
Link

ATry it out yourself: Fe
https://pypi.org/project/ecmwfapi-client/

ecmwf-api-client 1.5.4

pip install ecmwf-api-client &

https://apps.ecmwif.int/datasets/

Python client for ECMWF web services APL.
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P
m How can you access data today?
Ly

Copernicus Climate Data Store (CDS)

A New portal to find / download and work
with Copernicus climate change data

AMany data sets too large for users
to work locally
A therefore it offers server side processing

AHighlevel descriptive Python interface

I Allow nondomain users to build apps

ATry it out yourself:
https://cds.climate.copernicus.eu

CDS toolbox
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