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Problem Definition
Sharing accelerator devices on multi-tenant environments is an open problem
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What happens with serverless?
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Hardware acceleration in the Cloud 
& at the Edge
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Workload acceleration made simple: vAccel
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vAccel: architectural overview
vAccelRT (vAccel runtime system)

function prototypes

● abstracted by the underlying frameworks or 
● defined by the system as a superset / subset of 

individual acceleration functions

acceleration frameworks, 
transport layer

● low-level APIs (openCL, CUDA, openACC etc.)
● higher-level frameworks (TensorRT, tensorflow, pytorch 

etc.)
● user-facing APIs (jetson-inference, libBLAS etc.)
● virtio-accel



vAccel: implementation
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vAccel: orchestration



vAccel: orchestration

1.
 v0.23.1

2.
containerd (still using devmapper)

3.
kata-agent patch
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vAccel: k8s installation process



vAccel: demo



vAccel: Give it a try!

https://vaccel.org/

https://vaccel.org/
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vAccel in FOSDEM’21
ML inference acceleration for lightweight VMMs

Where: Virtualization & IaaS devroom

When: 2021-02-06 | 12:15:00 

Hardware acceleration for unikernels

Where: Microkernels devroom

When: 2021-02-06 | 13:45:00 
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