SCIP under the hood: distributed computing with Dask

Phase 1
Lazy task graph construction using Dask datastructures
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Phase 2
Distributed task graph execution
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