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https://github.com/kubernetes/kubernetes/issues/3949
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Second/Last Step: Restoring
Read Checkpoint Images
clone() For Each PID/TID

clon3() with Linux 5.5
CRIU Morphs Itself

Open and position file descriptors
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Map memory pages
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Jump into restored process
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https://github.com/opencontainers/image-spec/issues/962
Summary

- CRIU can checkpoint and restore containers
- Integrated in different containers engines
- Used in production
- Reboot into new kernel without losing container state
- Start multiple copies
- Migrate running containers
- Spot instances
- Forensic container checkpointing (KEP #2008)
- Restore via `create` and `start`
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