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What is gRPC ? 

- RPC protocol 
- Schema first approach with spec written in protobuf files
- Easy cross-language support 
- Based on http2
- Binary encoding
- Supports unary or streaming RPCs



Basic example: a Unary request

myservice.proto

myservice.pb.go

main.go



1. Client marshalls request
2. Client sends request 
3. Server receives request
4. Server unmarshalls request
5. Server executes handler
6. Server marshalls response
7. Server sends response 
8. Client receives response
9. Client unmarshalls response
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vtprotobuf plugin:  faster marshalling & unmarshalling 
github.com/planetscale/vtprotobuf/

buf.gen.yaml



Using a custom codec







Another example: Grpc stream with large amount of data



How fast is it ? 

Tested with 2 vms (1 client & 1 server) of 2vCPU, with a 5Gbps link 

My gRPC server: 1.3 CPU core to saturate the link 
when doing Get 

Caddy http2 file server: 0.2 CPU core



It’s even worse when doing Put

My gRPC server: 1.6 CPU core to saturate the link 
When doing Put





Where does memory allocation comes from ? 



- Upgrade grpc to >= v1.66 (Sept 2024)
- If using grpc < v1.66 :

Reducing allocation from the grpc lib when receiving data 



Reducing memory allocation when unmarshalling



Reducing memory allocation when unmarshalling

~ 0.7 CPU core when saturating 
network on Put



Measuring the Get workload 



A new codec API to reduce allocation



~ 0.7 CPU core when saturating 
network on Get



Summary

Workload Benefit What to do 

Unary request approx -10% CPU (will increase if proto msg 
are larger & more complex)

Use vtprotobuf codec 

Egress stream 2x reduction in CPU usage Use a recent grpc version & a 
CodecV2 implementation that 
uses memory pools 

Ingress stream 2.5x reduction in CPU usage - Use a recent grpc version or 
enable internal memory pooling
- In the handler: pool received 
messages 



Thanks you !
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