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We’ve got a lot to cover today!

Will we soon run out of 
training data?!

There’ll be more synthetic 
data than real data in models?

The newest foundation 
models use synthetic data!?

Why are the 
Zuck and Altman 
talking about 
synthetic data?



Today’s
Schedule

▸ Demo #1: 
Language 
Classification!

▸ Demo #2: 
Domain 
Specific SLM

▸ Resources, 
Links, Q&A!

▸ Challenges with 
AI in Production

▸ The Role of 
Synthetic Data

▸ Where it fits in 
the LLM Pipeline

Agenda
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Slides

red.ht/synthetic-slides

https://red.ht/synthetic-slides
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Speakers

& a quick introduction to your speakers!

Cedric Clyburn

Senior Developer 

Advocate

roadmap.sh/ai-engineer

Carol Chen

AI Community 

Architect

@cybette 
(@mastodon.org.uk, github, 
:matrix.org, bsky.social)

http://roadmap.sh/ai-engineer
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Cost

Generative AI frontier model 
services are cost prohibitive 
at scale for most enterprise 

use cases.

Complexity Flexibility

Tuning models with private 
data for enterprise use cases 
is too complex for non-data 

scientists.

Enterprise AI use cases span 
data center, cloud & edge and 

can’t be constrained to a 
single public cloud service.

AI Adoption Challenges

What are common challenges for AI adoption?
Our analysis, from working with Fortune 500 and small organizations
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Well, speaking about cost…

Outperforms closed source 
on many benchmarks
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…and this trend isn’t new!

Models are 
becoming more 

cost-effective 
and efficient 

thanks to 
competition!



13

Cost

Generative AI frontier model 
services are cost prohibitive 
at scale for most enterprise 

use cases.
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data for enterprise use cases 
is too complex for non-data 

scientists.

Enterprise AI use cases span 
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AI-Enabled applications need to incorporate 
additional knowledge

The necessity for synthetic data arises from the inherent limitations of general-purpose Large Language 
Models (LLMs) in specialized and private domains, despite their significant achievements across various 

benchmarks; for instance, ClinicalBERT [17], adapted from BERT through pre-training on clinical texts, 
demonstrates superior performance in predicting hospital readmissions compared to the original BERT [18], 
which was trained on Wikipedia and BookCorpus [19] text data, highlighting a crucial challenge: specialized 

domains often rely on domain-specific data that is not readily available or open to the public, thereby 
underscoring the importance of synthetic data in bridging these gaps.
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AI-Enabled applications need to incorporate 
additional knowledge

The necessity for synthetic data arises from the inherent limitations of general-purpose Large Language 
Models (LLMs) in specialized and private domains, despite their significant achievements across various 

benchmarks; for instance, ClinicalBERT [17], adapted from BERT through pre-training on clinical texts, 
demonstrates superior performance in predicting hospital readmissions compared to the original BERT [18], 
which was trained on Wikipedia and BookCorpus [19] text data, highlighting a crucial challenge: specialized 

domains often rely on domain-specific data that is not readily available or open to the public, thereby 
underscoring the importance of synthetic data in bridging these gaps.

One of the biggest limitations of LLMs are their general-ness, 
because specialized use cases require domain-specific data
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AI-Enabled applications need to incorporate 
additional knowledge
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AI-Enabled applications need to incorporate 
additional knowledge

But when it comes to regulated or sensitive industries, 
there isn’t as much data accessible because of privacy
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Cost

Generative AI frontier model 
services are cost prohibitive 
at scale for most enterprise 

use cases.

Complexity Flexibility

Tuning models with private 
data for enterprise use cases 
is too complex for non-data 

scientists.

Enterprise AI use cases span 
data center, cloud & edge and 

can’t be constrained to a 
single public cloud service.

AI Adoption Challenges

What are common challenges for AI adoption?
Our analysis, from working with Fortune 500 and small organizations
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Models can’t be constrained to a single cloud service, 
and SLM’s can run on-device…

There are plenty 
of situations 

(ex. driverless 
cars, Apple 

Intelligence) 
where models 

need to run on 
edge

SLM’s can handle plenty of 
use-cases, and if not, LLM’s 

can be supplemented
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…which can be helpful when dealing with these 
tricky regulations!
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…which can be helpful when dealing with these 
tricky regulations!

Stringent 
requirements on 

data handling due 
to data privacy 

laws
Encourages data anonymization and 

synthetic data generation
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Cost

Generative AI frontier model 
services are cost prohibitive 
at scale for most enterprise 

use cases.

Complexity Flexibility

Tuning models with private 
data for enterprise use cases 
is too complex for non-data 

scientists.

Enterprise AI use cases span 
data center, cloud & edge and 

can’t be constrained to a 
single public cloud service.

AI Adoption Challenges

What are common challenges for AI adoption?
Our analysis, from working with Fortune 500 and small organizations
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Understanding Model Data Needs

The process of data curation can be quite difficult
To develop a customized model requires a customized dataset

▸ Organizations can be challenged with 
having enough data to build an 
effective model

▸ Synthetic data generation is becoming 
necessary for accelerating model 
development, and overcoming data 
shortage.

Data 
Preparation

Data 
formatting

Data 
collection

Data 
cleaning

Data 
transformation

Feature 
Engineering

Data 
splitting



What Is Synthetic Data?
Information that’s been generated by a computer to augment or replace real data

What Makes Synthetic Data Important
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Supplements real-world data without 

exposing confidential information.

Privacy-Preserving

Perfectly annotated and high quality 

datasets, only limited by computational 

bottlenecks.

Data Quality

Tailored to specialized industries and 

situations where real-world data is scarce.

Domain-Specific Data

Reduces the time, expense, and legal 

hurdles of collecting and labeling large 

datasets.

Cost & Efficiency
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Stage of Model Development Use Case

Pre-Training for Foundation Models Refining, classifying, and filtering the web to remove duplicated 
data, biases, and in general curate better-performing datasets 
(as well as address the model collapse challenge).

Where Synthetic Data is being used in the LLM Pipeline
You’ve likely already interacted with it!

Synthetic Data is Everywhere!
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Synthetic representations of pre-training data

HuggingFace’s experiment of 
prompting public webpages 
into a synthetic dataset

Rewriting 1.9T tokens of data 
to remove low-quality 

data/diversify data 

Annotating/filtering the web



27

Stage of Model Development Use Case

Pre-Training for Foundation Models Refining, classifying, and filtering the web to remove duplicated 
data, biases, and in general curate better-performing datasets 
(as well as address the model collapse challenge).

Post-Training and Fine-Tuning Generating instruction, preference, etc tuning datasets through 
seed data, in order to perform domain-specific tasks. LLMs 
acting as annotators can greatly speed up this process!

Where Synthetic Data is being used in the LLM Pipeline
You’ve likely already interacted with it!

Synthetic Data is Everywhere!
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Synthetic representations of post-training data

Microsoft’s AgentInstruct, with multiple 
stages of data transformation

Red Hat + IBM’s InstructLab, 
an implementation of a 
student teacher approach

Tülu3, a multi-stage 
training suite
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Stage of Model Development Use Case

Pre-Training for Foundation Models Refining, classifying, and filtering the web to remove duplicated 
data, biases, and in general curate better-performing datasets 
(as well as address the model collapse challenge).

Post-Training and Fine-Tuning Generating instruction, preference, etc tuning datasets through 
seed data, in order to perform domain-specific tasks. LLMs 
acting as annotators can greatly speed up this process!

Model Evaluation, RAG Evaluation, etc LLMs as judges, for example in benchmarks, but also expanding 
edge scenarios for RAG use cases & reducing hallucination risks.

Where Synthetic Data is being used in the LLM Pipeline
You’ve likely already interacted with it!

Synthetic Data is Everywhere!



Augment existing datasets to enhance 
the diversity and balance of data

Reduce time and resources needed for 
data collection and annotation

Overcome data limitations where existing 
data may be limited or hard to obtain

Using Generative AI for Synthetic Data
LLMs are incredibly powerful in annotating, and rapidly developing custom datasets

& LLMs can greatly help generate it!
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Source:
https://arxiv.org/abs/2108.13487

https://arxiv.org/abs/2108.13487
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➤ 1133x cheaper, $2.7 compared to $3061

➤ Emits around 0.12 kg CO2 compared to very 

roughly 735 to 1100 kg CO2 with GPT-4

➤ Latency of 0.13 seconds compared to often 

multiple seconds with GPT-4

➤ Performing on par with GPT-4 at identifying 

investor sentiment (both 94% accuracy and 0.94 

F1 macro)

Let’s learn how to customize a BERT-based model for sentiment analysis

Enough slides, it’s time for our first demo!

Analyze a 
large news, 
customer, or 
review corpus

Demo #1

Source:
https://huggingface.co/blog/synthetic-data-save-costs
https://github.com/MoritzLaurer/synthetic-data-blog

https://huggingface.co/blog/synthetic-data-save-costs
https://github.com/MoritzLaurer/synthetic-data-blog/tree/main
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➤ ~90% cheaper versus GPT-4 blend of                

80% input, 20% output tokens

➤ Similar reduction in CO2 usage and latency 

compared to generic 3rd party LLM API

➤ Secure and auditable data privacy built-in

➤ With InstructLab, the full tuning process doesn’t 

require extensive data science expertise

We’ve customized a domain-specific model for an insurance use case

Let’s also learn about conversational SLM’s!

Assist agents in 
claim efficiency 
and reduce 
backlog

Demo #2

Source:
https://arxiv.org/abs/2403.01081
https://github.com/rh-rad-ai-roadshow/parasol-taxonomy

https://instructlab.ai/
https://arxiv.org/abs/2403.01081
https://github.com/rh-rad-ai-roadshow/parasol-taxonomy


linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat

Join the DevNation
 Red Hat Developer serves the builders. The problem solvers who 

create careers with code. Let’s keep in touch! 

● Join Red Hat Developer at developers.redhat.com/register

● Follow us on any of our social channels 

● Visit dn.dev/upcoming for a schedule of our upcoming events

Red Hat Developer
Build here. Go anywhere.

Thank you
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https://developers.redhat.com/register
http://dn.dev/upcoming

