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● A little history lesson
● Consensus
● Consistency
● Concurrency
● Clocks
● Gossip

Agenda



Introduction
01



History



Emperor Constantine



Byzantine Empire



Brother of Michael 

Our Cast

Empress Zoe
Wife of Romanos and 
allegedly responsible 

for poisoning him

Michael the Money 
Changer

Lover of Zoe brother 
of John

Emperor Romanos
In 1034 Emperor 

Romanos III becomes 
ill

George 
Manilakes

The most feared 
general in the 

Byzantine Army

Harald 
Sigurdsson

Mercenary soldier, 
future king of 

Denmark

John the Eunuch



The Two Generals 
Problem



The Two Generals 
Problem
● If only one general attacks they will be 

defeated
● If none of the generals attack, they both 

live to fight another day
● If both generals attack they take the city



The Two Generals Problem



The Byzantine Generals Problem



The Byzantine Generals Problem

General Messages Outcome

Commander L1: Attack L2: Attack

Lieutenant 1 C: Attack L2: Retreat Inconclusive

Lieutenant 2 C: Retreat: L2 Attack Inconclusive



The Byzantine Generals Problem



The Byzantine Generals Problem

General Messages Outcome

Commander L1: Attack L2: Attack L3: Attack Attack

Lieutenant 1 C: Attack L2: Attack L3: Retreat Attack

Lieutenant 2 C: Attack: L2 Attack L3: Retreat Attack

Lieutenant 3 T C: Attack L1: Attack L2: Attack



The Byzantine Generals Problem



The Byzantine Generals Problem

General Messages Outcome

Commander T L1: Attack L2: Attack L3: Retreat

Lieutenant 1 C: Attack L2: Attack L3: Retreat Attack

Lieutenant 2 C: Attack: L2 Attack L3: Retreat Attack

Lieutenant 3 C: Retreat L1: Attack L2: Attack Attack



Step 1

To solve the problem Leslie Lamport proposes that the 
formula to achieve consensus is as follows

Where m is the number of traitors

3m+1



Step 1: Required Generals

Traitors Generals

1 4

2 7

3 10

4 13



6 Generals

General Messages Outcome

Commander L1: Attack L2: Attack L3: Attack L4: Attack L5: Attack Attack

Lieutenant 1 C: Attack L2: Attack L3: Retreat L4: Retreat L5: Attack Attack

Lieutenant 2 C: Attack: L2 Attack L3: Retreat L4: Retreat L5: Attack Attack

Lieutenant 3 T C: Attack L1: Attack L2: Attack L4: Retreat L5: Attack

Lieutenant 4 T C: Attack L1: Attack L2: Attack L3: Retreat L5: Attack

Lieutenant 5 C: Attack L1: Attack L2: Attack L3: Retreat L4: Retreat Attack



6 Generals

General Messages Outcome

Commander T L1: Attack L2: Retreat L3: Retreat L4: Attack L5: Attack

Lieutenant 1 C: Attack L2: Retreat L3: Retreat L4: Retreat L5: Attack Retreat

Lieutenant 2 C: Retreat: L1 Attack L3: Retreat L4: Retreat L5: Attack Attack

Lieutenant 3 C: Retreat L1: Attack L2: Retreat L4: Attack L5: Attack Attack

Lieutenant 4 T C: Attack L1: Attack L2: Attack L3: Attack L5: Attack

Lieutenant 5 C: Attack L1: Attack L2: Retreat L3: Retreat L4: Retreat Retreat



7 Generals - Round 2

General Messages Outcome

Commander T L1: Attack L2: Retreat L3: Retreat L4: Attack L5: Attack L6: Retreat

Lieutenant 1 C: Attack L2: Retreat L3: Retreat L4: Retreat L5: Attack L6: Attack Retreat

Lieutenant 2 C: Retreat: L1 Attack L3: Retreat L4: Retreat L5: Attack L6: Attack Retreat

Lieutenant 3 C: Retreat L1: Attack L2: Retreat L4: Attack L5: Attack L6: Attack Attack

Lieutenant 4 T C: Attack L1: Attack L2: Attack L3: Attack L5: Attack L6: Attack

Lieutenant 5 C: Attack L1: Attack L2: Retreat L3: Retreat L4: Retreat L6: Attack Retreat

Lieutenant 6 C: Retreat L1: Attack L2: Retreat L3: Retreat L4: Attack L5: Attack Retreat



Step 2

To identify invalid data a number of voting rounds are 
needed

Where t is the number of traitors

t+1



Example of message 
rounds with 2 traitors
1. Every lieutenant sends their received value to every 

other lieutenant
2. The lieutenant attempts to find an outcome and then 

sends this result to the other lieutenants
3. If lieutenant uses this data to try find an outcome



7 Generals - Round 3

General Messages Outcome

Lieutenant 1 C: Attack L2: Retreat L3: Retreat L4: Retreat L5: Attack L6: Retreat Retreat

Lieutenant 2 C: Retreat: L1 Attack L3: Retreat L4: Retreat L5: Attack L6: Attack Retreat

Lieutenant 3 C: Retreat L1: Attack L2: Retreat L4: Attack L5: Attack L6: Attack Attack

Lieutenant 4 T C: Attack L1: Attack L2: Attack L3: Attack L5: Attack L6: Retreat Attack

Lieutenant 5 C: Attack L1: Attack L2: Retreat L3: Retreat L4: Retreat L6: Retreat Retreat

Lieutenant 6 C: Attack L1: Attack L2: Retreat L3: Retreat L4 Retreat L5: Attack Retreat



6 Generals - Round 3

General Messages Outcome

Lieutenant 1 C: Attack L2: Retreat L3: Retreat L4: Retreat L5: Attack Retreat

Lieutenant 2 C: Retreat: L1 Attack L3: Retreat L4: Retreat L5: Attack Attack

Lieutenant 3 C: Retreat L1: Attack L2: Retreat L4: Attack L5: Attack Attack

Lieutenant 4 T C: Attack L1: Attack L2: Attack L3: Attack L5: Attack Attack

Lieutenant 5 C: Attack L1: Attack L2: Retreat L3: Retreat L4: Retreat Retreat



Solution

Where m and t  are the number of traitors

t+1 voting 
rounds

3m+1 generals
+



Consistency



The best sieges are built on open 
communication



MichaelJohn the Eunuch



Message Consistency 
(Data Consistency)

Soldier Availability 
(System Availability)

Tolerance to bad actors 
(Tolerance to network 

partitions) 



Eventual Weak Strong Sequential

John the Eunuch



Eventual Attack!

No, Eat!

We Attack!

Ack, 
Attack!

We
Attack?

We
Attack?



Weak

We 
Attack?

Attack!

Nap 
Time!

Nap 
time!

What do?What 
do?



Strong

Attack!

Attack
!

Attack
!

What do?What 
do?

We 
Attack?



Strong
Sequential





Concurrency



Sarah Christoff Leslie Lamport

Things in Common



What is a 
computation?



What is a 
computation?

A computation is a 
sequence of steps.



What is a step?



What is a step? A transition from 
one state to a next





Invariance



Base = n = 1

Inductive = n = 1 & n + 1 



- Leslie Lamport, Teaching 
Concurrency

Once an engineer understands what a 
computation is and how it is described, 
she can understand the most important 
concept in concurrency: invariance. 











Lamport Clocks



Time Clocks, and the Ordering of Events in a 
Distributed System



Lamport Clocks



Lamport Clocks

● Every General has a Logical counter t
● Every time an event occurs t := t+1
● Every time a message is sent t := t+1, t is 

also attached to the message
● When a message is received if t` > t, t:= 

t`+1



Lamport Clocks

● Given event a happens before event b then the Lamport 
clock for a will be less than the Lamport clock for b

● If a Lamport clock for a is less than the Lamport clock 
for b it does not guarantee the event happened before 
the other, both events could be concurrent

● It is possible to have two events with the same 
timestamp



Lamport Clocks



Lamport Clocks: Concurrency



Lamport Clocks: Tiebreaks

● Given two messages with the same timestamp a tiebreak 
must be used to determine order

● Tiebreak can use any algorithm, common approach is to 
using a lexicographical order on node name or a shared 
and pre-defined order



Vector Clocks
● If a Lamport clock for a is less than the Lamport clock 

for b it does not guarantee the event happened before 
the other, both events could be concurrent

● Vector clocks function in a similar way to Lamport clocks 
except rather than a single scalar value for the 
timestamp they use a vector of scalar values, with one 
dimension per node i.e <1,2,3,0>

● Comparing vectors allows concurrency to be identified



Gossip Protocols
(Slightly Lamport, but more fun!)





How Gossip Works: Round 1



How Gossip Works: Round 2



How Gossip Works: Round 3



How Gossip Works: Round 4





Conclusion
● Robinhood Outage in 2020 was caused 

by someone who removed a statement 
that updated Lamport Clocks 

● CloudFlare Byzantine Failure

https://www.pymnts.com/news/investment-tracker/2020/robinhood-outage-shows-cracks-in-platform-model/
https://blog.cloudflare.com/a-byzantine-failure-in-the-real-world/


Yes. 
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