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Solving the tension between captive, 

long-term, institutional data sources 

and the need for 

open-source software for scientific 

research.



Processes and tools

• Open-source tools 

• IIPC community

Harvest

Web crawler (bot) : Heritrix

Access

Open Wayback

Preservation

BnF digital long term 
preservation system based 

on OAIS framework

Preserving the French web at the BnF

DADVSI law (2006) and decree : Mission to harvest, curate and give 

access to “signs, signals, writings, images, sounds or messages of every kind 

communicated to the public by electronic channels”



A mixed 
harvesting 
model 
combining 
2 types of 
crawls

31/01/2025

• Once a year

• On a large sample of sites (5.9 M French domains in 2024)

• No selective process, lists of domain names from AFNIC, 
OVH

• 2000 to 2500 URL per domain

« broad crawl » or « national domain crawls »

• Selective (based on a network of contributors) and 
extension of printed collections at the BnF

• More frequent : daily, monthly, annually, etc. 

• More in depth (up to 250 000 URL)

• Disciplinary (literature, sciences, history, etc.), thematic
(environmental issues) or event-based (Elections, Covid-
19, Olympics…)

Thematic and curated crawls

Collection’s scope



Challenges to make these collections more 
open to scientific research

On-site access only

Massive data (52mds 

URL, 1,7 Pio), specific 

tools

Digital artefacts

“Unlike traditional institutional archives, the
snapshots that comprised the archived Web
are artifacts created by the archival process
itself. (…)

These reconstructions of the live Web are
never exact replicas (…) This makes an
understanding of web archives especially
important. ”

(Niels Brügger, Ian Milligan (eds), The SAGE
Handbook of Web History, 2019)



Doing research involves building a 

methodological strategy to serve an 

epistemological purpose.

This, in turn, implies continuously asking 

oneself how we can create something that 

would deserve being called « scientific 

knowledge ».



The current vetting of this label is paradoxically very rarely enforced.

What is usually called « scientific knowledge » comes from [articles] 

published in [peer reviewed journals]. But the reviewers de facto 

seldom have access to either the data or the methods that were used 

to build the experiment that led to the presented results.

Peer review is about the plausibility of a narrative that would have led 

to the « results ».



Hence the need for tools that are:

- free

- open-source

- with a commented source code

- whose execution can be decentralized

- whose outputs are under the control of the 

user

In theory, respecting these principles helps ensuring the 

reproducibility of the work. Getting the same data in the same 

algorithm (often) yields the same (or comparable) results.



Trying to reach all available 

data sources

for one’s research.



The purpose of PANDORÆ is to:

- Harvest datasets

- Standardize datasets

- Explore datasets

FLUX ZOTERO TYPES
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The purpose of PANDORÆ is to:

- Harvest datasets

- Standardize datasets

- Explore datasets

Open source

Captive data



An open tool inserted in a captive context 



An open tool inserted in a captive context 



FLUX – Harvesting and standardizing data with PANDORÆ
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FLUX – Harvesting and standardizing data with PANDORÆ



ZOTERO – Saving and curating collections



TYPE – Explorer des corpus avec PANDORÆ



TYPE – Exploring datasets with PANDORÆ



PANDORÆ and the BnF hence try to 

solve the tension between closed data 

and open software by following what we 

tentatively call a

« one-way mirror » model.   

In this model, the web archive is like a 

suspect in an interrogation room that can 

only tell you their truth on what happened 

in the past.



1. You can harvest the data when you’re in the 

room but you cannot have a write/erase access 

to it.

2. You can take parts of each record with you 

(the metadata) but cannot interrogate it when 

you’re away.

3. You can come back for a highlight on a 

specific piece but cannot take the whole body 

out of the room.
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