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● I am a software engineer

● I like Go, playing video games and listening podcasts

● I lived in Ukraine, UK, Austria and now live in Poland

● Created ClickHouse datasource for Grafana and load balancer 

proxy (chproxy) for ClickHouse

● For last few years I'm working on VictoriaMetrics
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What this talk is about

1. Maintaining open source projects

2. Monitoring and distributed systems

3. For people familiar with Grafana, 
Prometheus or VictoriaMetrics



How open source project should look like



How it usually looks like



When project is a blackbox - maintainer is a documentation



Too many questions for maintainer to handle…



Make it transparent to reduce number of questions



Help users to understand the project better





Cortex architecture



Thanos architecture



How to make it easier to understand?

● Write good Documentation

● Instrument it with helpful Logs and meaningful Metrics

● Provide Dashboards (Grafana)

● And Alerting rules



Grafana dashboards





RED method by Weave.works



The Four Golden Signals method by Google



RED signals on the dashboard

Rate

Errors
Duration



Neither RED nor 4 Golden signals answers on WHY

● Why errors started to appear?

● Why latency is high?

● Why resources were saturated?





Example of the panel description



Troubleshooting flow in VM dashboards

1. Anomaly?

2. Another anomaly… What help tip says?



3. CPU usage is not saturated,
rather reduced… Let's check vmstorage metrics.

4. Abnormal merge saturates disk IO!

Troubleshooting flow in VM dashboards



Transparency: seeing through code and metrics



Top cool features we use in Grafana dashboards



Tooltips with hints



Show only outliers (max) across all components



Let user to see detailed view if needed: Drilldown



Support my feature request #99861 for Grafana!



Show flags set by user



Show numbers that are easy to understand



Annotations: show version change



Annotations: show process restarts



Track the number of logs via metrics



Software goes with alerting rules out of box
● Track critical metrics

● Contain both: context and explanation

● Are included to helm charts, and are available on github

● Interlinked with dashboards



-alert: VminsertVmstorageConnectionIsSaturated
 expr: rate(vm_rpc_send_duration_seconds_total[5m]) > 0.9
 for: 15m
 labels:
   show_at: dashboard
 annotations:
   dashboard: 
"http://localhost:3000/d/oS7Bi_0Wz?viewPanel=139&var-instance={{ 
$labels.instance }}"
   summary: "Connection between vminsert on {{ $labels.instance }} and 
vmstorage on {{ $labels.addr }} is saturated"
   description: "The connection between vminsert (instance {{ 
$labels.instance }}) and vmstorage (instance {{ $labels.addr }})
     is saturated by more than 90% and vminsert won't be able to keep up
     This usually means that more vminsert or vmstorage nodes must be 
added to the cluster in order to increase
     the total number of vminsert -> vmstorage links."



Annotation displays the active alerts



Documentation

wc -l docs/**/*.md

…

91053 total



Change should always be reflected in the docs

● The actual change
● Tests to test the change

● Update documentation
● Mention in the CHANGELOG



Shortcode for versioning features

When this feature was released



Cross-refer documentation to keep it fresh

We use links to documentation in the following places:

● Error messages and logs 

● Alerting rules

● Dashboards

● Github issues

● Community platforms (slack, reddit, stackoverflow)

We do care about broken links and always try to keep backward compatibility.



We do care about our docs, dashboards, 

alerts because we use them every day!



Monitoring of Monitoring (MoM)





Additional materials
1. Live Grafana dashboard from our playground

2. List of Grafana dashboards for VictoriaMetrics components

3. List of alerting rules 

4. Documentation

https://play-grafana.victoriametrics.com/d/oS7Bi_0Wz_vm/victoriametrics-cluster-vm
https://github.com/VictoriaMetrics/VictoriaMetrics/tree/master/dashboards#victoriametrics-dashboards
https://github.com/VictoriaMetrics/VictoriaMetrics/tree/master/deployment/docker
https://docs.victoriametrics.com/


Questions?
● https://github.com/VictoriaMetrics

● https://github.com/hagen1778

https://github.com/VictoriaMetrics/VictoriaMetrics
https://github.com/hagen1778

