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Data-driven weather prediction

ÅTraditional physics-based models provide 
accurate forecasts, but are computationally 
expensive
ÅSubstantial progress in data-driven weather 

prediction in recent years
ÅRecently developed purely data-driven models 

outperform physics-based models in many 
standard forecast scores
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Data-driven weather prediction

Diverse set of deep-learning 
architectures being employed:

ÅVision transformers
ÅNeural operators
ÅGraph Neural Networks (GNNs)
ÅEt al.
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The ERA5 dataset

- ECMWF atmospheric reanalysis 
of the global climate covering the 
period from mid 20th century to 
present

- Hourly estimates of many 
variables on a lat/lon grid at 
multiple pressure levels

- Huge dataset:
- 0.25 degree lat/lon res
- Temperature
- Level=500 hPa
- 2000/01/01 т 2020/01/01 

728 GB
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Our goal

ÅDevelop an inexpensive , data-driven forecasting model  that can serve as a 
baseline for comparison , having a similar role to:
ÅPersistence forecasting
ÅClimatology

ÅGain deeper understanding of the underlying physics  from the data

Dynamic Mode Decomposition (DMD) :
ÅPurely data-driven
ÅComputationally efficient
ÅExplainable
ÅCan approximate non-linear dynamics through a linear approximation
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Dynamic Mode Decomposition
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ÅSeeks the leading spectral decomposition 
(eigenvalues and eigenvectors ) of the 
best -fit linear operator Ἃ that relates two 
snapshot matrices in time

ÅProvides a best -fit, linear characterization 
of a non-linear dynamical system  from 
data alone

ÅConnection with Koopman theory  for 
dynamical systems ἦ  ÄÉÁÇἪἢ

eigenvectors
amplitudes

eigenvalues
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Dynamic Mode Decomposition

Reproduced from Kutz et al. (2016)

Connects the favorable aspects of 
the SVD for spatial dimensionality 
reduction  and the FFT for temporal 
frequency identification  
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Optimized DMD (optDMD)

ÅOriginal DMD strongly affected by the presence 
of noise  

ÅoptDMD (Askham & Kutz, 2018) is a non-linear 
optimization  of DMD enabled by variable 
projection  methods

ÅAvoids much of the bias of exact DMD

ÅCan be viewed as a postprocessing step of the 
original DMD algorithm
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The PyDMD package

ÅA Python package for performing DMD: https://github.com/PyDMD/PyDMD
ÅThe optDMD algorithm of Askham & Kutz (2018) is implemented in the 

BOPDMD class of PyDMD
ÅWe have implemented a new fit_econ  method  for a much cheaper DMD fit: 

https://github.com/PyDMD/PyDMD/pull/568

from pydmd import BOPDMD 

bopdmd = BOPDMD(svd_rank =12, proj_basis =U)
bopdmd.fit (X, t)  # intractable if X is very large!
bopdmd.fit_econ (s, V, t)  # can run on a laptop in seconds

https://github.com/PyDMD/PyDMD
https://github.com/PyDMD/PyDMD/pull/568
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Combining DMD models
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ÅAlthough we can apply optDMD 
to the rank r approximation of X, 
we still need to compute the 
SVD of X

ÅCan we build separate DMD 
models for much-smaller 
subsamples of X and combine 
them together to produce a 
forecast?
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Combining DMD models

Duration: 63 s
Sampling period: 0.8 s

  

Duration:  32 s
Sampling period: 0.32 s
  

Duration:  16 s
Sampling period: 0.16 s
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