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CERN oversimplified
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Tape namespace statistics at CERN
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2015
Start of Run-2

100PB

2018
End of Run-2

340PB

2022-07
Start of Run-3

420PB

2024-08
840PB● Data on tape has more than doubled 

since start of Run-3
● +250PB in 2024



Data Management at CERN: toward HL-LHC
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Monthly written data over the past 15 years

5CERN Tape storage

2024
>40PB/month
 07/09 + 11 HI

2023-09
33 PB

2022-11
25 PB

2018-11
16 PB

2012-11
4.6 PB

New CERN Records



Tape infrastructure for CTA Service at CERN
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open source since day 1
CERN Cold storage evolution
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LHC Run-1 (2009-2013): CASTOR (HSM)
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CASTOR HSM
● One CASTOR disk instance per experiment with its 

associated disk pools
● single namespace for all tapes and their file index

○ Manage all disk tape data movements

CERN Tape storage



LHC Run-2 (2015-2018): EOS + CASTOR (HSM)
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EOS is experiment facing:
● one Namespace per experiment

○ disk capacity: huge bandwidth as a by product

CASTOR HSM
● single namespace for all tapes and their file index
● requires enough bandwidth to feed tape drives

○ Consumes significant  disk capacity as a by-product of 
required bandwidth

As users had to use CASTOR disk capacity tape VS user disk 
activity was still getting in the way for efficient use of tapes.

Faster than disk write speed to tape requires in memory file 
buffering on the tape servers.
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LHC Run-3 (2022-2026): EOS + CTA (tape buffer)
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EOS is experiment facing:
● one Namespace per experiment

○ contains all disk capacity for an experiment: huge 
bandwidth as a by product

○ For example: 

CTA is a pure tape endpoint
● Shared  tape  catalogue for all tapes and their file index
● Tape drives fed from SSD buffer outside of pledge

Experiment larger files 10GB per file and drive increased 
throughput prevents any meaningful in memory buffering.

Transition toward Run4 requirements (o(100GB/s), o(100GB) perf 
file) required to move to this CTA architecture for Run3.
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CASTOR to CTA dataflow migration
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+ +
● CTA is a pure tape system: DATA IS SAFE WHEN IT IS ON TAPE

○ Compulsory for all DT workflows to use FTS CheckOnTape feature (or equivalent)
■ supported by xrootd AND http

● Disk cache duty consolidated in the main EOS instance
○ Separate disk and tape concerns

● Operating tape drives at full speed full time efficiently requires a SSD based buffer: 
EOSCTA
○ CTA cannot afford redundancy on SSDs

■ files corrupted/lost in the tape buffer are quickly marked as failed transfers by 
CheckOnTape

■ transfer must be retried from main EOS
CERN Tape storage



What is CTA about?
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CTA refers to the common tape backend

RESPONSIBLE TO QUEUE TAPE MOVEMENTS (ARCHIVE - aka write to tape, RETRIEVE - aka 
read from tape) AND SCHEDULE THESE MOVEMENTS

• EOS+CTA - CERN
• EOS for the tape buffer in front of CTA

• some instances with spinners for HSM reads
• dCache + CTA - DESY

• dCache HSM for the tape cache in front of CTA

There is more than one flavor of CTA
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CTA architecture
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(EOS)CTA - CERN Tape Archive
Tape backend to EOS
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EOSCTA Run-3 tape buffer characteristics
EOSCTA tape buffer hardware:
● 64 x hyper-converged servers

○ 16 x 2TB SSDs
○ 25Gb/s Ethernet

● 4:3 blocking factor connectivity to CERN CC router
○ 1.2Tb/s or 150GB/s of full duplex buffer bandwidth

EOSCTA tape buffer properties:
● Conservative setup evolved

○ tape buffer separated from tape infrastructure
○ up to 8 hours of buffer to tape at 10GB/s

● Move files to/from tape
● Not part of the pledge: not available for physics jobs
● Files are evicted as soon as they are safely archived on tape

○ or copied on “Big EOS” for retrieves
● Efficiency first

○ Cannot afford redundancy
● Early failure notification for retries

CERN Tape storage



EOS + CTA architecture @ CERN

17

EOS instance with spinner disks

EOS+CTA instance with SSDs
"EOSCTA tape buffer"
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Archive/Staging bandwidth allocation
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Standard LHC eoscta instance: 10GB/s archival SLA for CTA T0
● Archive boost needed during data taking, tape flushing, Heavy Ion run
● Staging boost during Year End Technical Stop (YETS) Heavy Ion data duplication to T1s/T2s 
● Change eoscta bandwidth allocation accordingly

30 PB

0

20 PB

0

Archived volume
per month

Staged volume
per month

Run3 LHC planning

AI/quantum computing
 generated interpolation

CERN Tape storage



Archive/Retrieve bandwidth allocation
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Standard LHC eoscta instance: 10GB/s archival SLA for CTA T0
● 10 SSD servers
● Archive boost during data taking, tape flushing, Heavy Ion run
● Staging boost during Year End Technical Stop (YETS) HI data duplication to T1s/T2s 
● Configure CTA ALICE VO writemaxdrives, readmaxdrives accordingly
● Measure bandwidth to/from tape buffer AND INDIVIDUAL TAPE DRIVE EFFICIENCY

Data taking configuration YETS configuration

CERN Tape storage



From synthetic benchmarks to production
Dimension tape buffer
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Make sure there is no internal bottleneck: SSDs, 
HBA, PCI,...

Buffer servers bought in 2018

• Received 2018-11
• …aka before COVID

Tests using dd

• streams of large files
• writes: sync
• reads: clear caches

HBA offers >7GB/s of internal throughput >> 
5.5GB/s network BW on one 25Gb/s port

Synthetic benchmark of one machine

21CERN Tape storage



Progressively exercise the full stack 
on critical use cases

• transfer files to 1 machine
• measure per SSD write speed for 

incoming transfers
• measure per SSD read speed to 

transfers to tapes
• measure per tape speed

• MOVE TO NEXT SCALE TEST
• KPI is per tape write speed

Saturate one machine
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SSD writes

SSD reads

tape writes



Scale to nominal performance
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Write efficiency 2024-07/10
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Write efficiency 2024-07/10
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CTA comes with consistent set of tools for a common tape operations framework
CTA Service operations

26CERN Tape storage



• Operations monitoring
• real time, short lived, wipe and replace
• sends alerts in mattermost

• Operations issues in gitlab
• tracking incidents, specific activities, postmortem
• follows up, dev_ticket needed,...
• Reviewed once a week at CTA operations meeting

• minutes, rota calendar in gitlab wiki
• Operations procedures

• automated workflows in rundeck scheduled jobs 
or containers

• CTA catalogue upgrade container
• Weekly EOSCTA namespace dump per vo

• json list of healthy files on tape/files on 
BROKEN tapes

CERN continuous improvement of EOSCTA operations

27CERN Tape storage



Read from:

• problematic tapes
• partially written tapes (user deletion, expired backups…)
• large repack campaigns to remove old media (LTO7M, JD…)

• next large repack for JD+JE will be around 400PB (1.5 y at 2x10GB/s)

Write to:

• current high capacity media (JF, LTO9) liberating library slots in the process

Strategies for repack at CERN:

• tape to tape - unpredictable and inefficient
• tape to disk cache to tape - requires too much capacity to reach repack nominal throughput
• tape to SSD to tape

LARGE TAPE REPACK CAMPAIGNS ALLOW TO TEST THE NEXT TAPE SERVICE ARCHITECTURE

What is tape REPACK?
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Automating repack
New tape lifecycle (CTA >= 4.8.0)

Full documentation: https://eoscta.docs.cern.ch/tape/tape_lifecycle/

● No clear state for Repack

● Mix of user-requests and repack-requests

● User requests may be queued indefinitely

● No state for exported tapes

CERN Tape storage

https://eoscta.docs.cern.ch/tape/tape_lifecycle/
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Repack in production
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Repack along with production
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>35PB and 2000 tapes repacked during 2024-07/10 while writing >130PB to tape  

CERN Tape storage



Common tape backend to solve common tape issues with collective input
Driving standards for tape in WLCG
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• Remove few sub-optimal data flows
• xrootd TPC with delegation transfers
• 1 gridftp use case in CTA T0 (low priority)

• Experiments moving to HTTP protocol on WLCG
• HTTP TAPE REST API version 1.0 specifications implemented in EOSCTA software stack in CTA 5/4.8.7-1

• Critical for check on tape (implemented with fileinfo method in GFAL2)
• Deployed at T0 on HTTP oriented EOSCTA LHC instances earlier this month

• tested with RUCIO ATLAS team in preproduction
• archive transfers to eosctalhcb ongoing in production for LHCb using checkOnTape

HTTP protocol consolidation on tape
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Common tape backend to solve common tape issues with WIDER collective input
CTA outside High Energy Physics?
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At CERN, custom usages for various Backups (50PB):

• CERN AFS, HDFS, filers backups
• EOS namespace backups
• List and volume is growing

Evolve to offer a more standard backup solution?

Offer additional protocols to CTA?

• S3 glacier?

HPC community sees a growing tape usage

• Other communities? PLEASE COME AND TALK WITH ME!

Beyond core physics
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Conclusion
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• CTA delivers nominal archival performance for Run-3 with significant write 
efficiency improvements
• Run-4 write performance rates already demonstrated during Run-3

• NEXT STEPs
• clearly oriented toward monitoring and improving data placement to 

improve tape read efficiency
• Archive Metadata project starting

• Next MASS repack campaign during LS2 will be interesting (>400PB)
• No media reformatting nor backward compatibility adds on the challenge

• Tape and protocol consolidation ongoing on WLCG
• Opportunity to consolidate tape dataflows and build a stronger tape community based 

expertise should not be missed
• More use cases coming to CTA = more opportunities

• On-premise open source data storage for all!

CERN Tape storage



home.cern
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