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Swiss railway network

92.5%3.3kkm 11.4k 1.3M 175kT
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Railway dispatching (re-scheduling)
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Multi-agent reinforcement learning (MARL)
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FLATLAND framework
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Observations and reward
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Community approach
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FLATLAND Challenges
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Open source and open research

Mohanty, S., Nygren, E., Laurent, F., Schneider, M., 
Scheller, C., Bhattacharya, N., ... & Spigler, G. (2020). 

Flatland-rl: Multi-agent reinforcement learning on trains. 
arXiv preprint arXiv:2012.05893
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Extensions

Baselines
Laurent, F., Schneider, M., Scheller, C., Watson, J., Li, 
J., Chen, Z., ... & Mohanty, S. (2021, August). Flatland 
competition 2020: MAPF and MARL for efficient train 
coordination on a grid world. In Proceedings of the 
NeurIPS 2020 Competition and Demonstration Track, 
PMLR 133:275-301, 2021

Figure 6: Mean normalized score (left ) and complet ion rate (right ) of the RL exper-
iments. The figures show the mean across the respect ive training runs for each ex-
periment , individual runs are displayed as fine lines. We applied a Gaussian filter for
smoothing.

BASE was outperformed by both the Ape-X implementat ion and several PPO versions.
Even though, one of the best submission to the NeurIPS 2020 Flatland benchmark is
built on the CCPPO implementat ion of our experiments.

The experiments which skip “ no-choice” cells and mask unavailable act ions show
comparable performance and sample-efficiency to their standard Ape-X and PPO coun-
terparts. Notably, The skipping of “ no-choice” cells with Ape-X was successfully used in
a submission to the NeurIPS 2020 Flatland benchmark using di↵erent hyperparameters.

The global density observat ion performs slight ly bet ter than the stock global ob-
servat ion, illust rat ing that there is potent ial in carefully designing global observat ions.
However, the test performance is significant ly lower than the t raining performance which
warrants further invest igat ion.

5.2 I mit at ion learning

The results show that a pure Imitat ion Learning can help push the mean complet ion to
80% on the test results 1. This is achieved via a simple neural network that mimics the
expert act ions. The MARWIL algorithm performs similarly with a complet ion of 72.4%.
The Ape-X based pure o↵-policy based IL algorithm performs poorly with only 10%
complet ion. However supplement ing this approach with 75% samples from the actual
environment and using a loss funct ion similar to DQfD, leads to 86% complet ion which
is a significant improvement with respect to the best performing pure IL algorithm.

When the simple neural network is mixed with a PPO, we see a drop in performance
to a complet ion rate of 71.47%. Since this mixed approach was trained only for 15
million steps and with a constant probability of IL/ RL rat io, this performance could be
improved by using a decayed IL/ RL rat io and t raining for higher number of steps.

Combining both, the expert t raining and environment t raining with the fast Ape-X
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Tools
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MARL is catching up

Laurent, F., Schneider, M., Scheller, C., Watson, J., Li, J., Chen, Z., ... & Mohanty, S. (2021, August). Flatland competition 2020: MAPF and MARL for efficient train coordination on a grid world. 
In Proceedings of the NeurIPS 2020 Competition and Demonstration Track, PMLR 133:275-301, 2021
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Railway research and beyond

https://ai4realnet.eu02/02/25
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Open source inspires

100+
Papers

02/02/25

FLATLAND Challenges

4k+
Submissions

1k+
Participants



 Thank you for travelling 
with us today!
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FLATLAND Framework
github.com/flatland-association/flatland-rl
flatland-association.github.io/flatland-book

FLATLAND Association
www.flatland-association.org

AI4REALNET has received funding from European Union’s Horizon Europe Research and Innovation programme under the Grant Agreement No 101119527 and from the Swiss State Secretariat 
for Education, Research and lnnovation (SERI). Views and opinions expressed are however those of the author(s) only and do not necessarily reflect those of the European Union and SERI. 

Neither the European Union nor the granting authority can be held responsible for them.
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