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OpenNebula Systems

Developing & Supporting OpenNebula since 2010
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Open

== Nebula

European open source technology
vendor.

HQ in Madrid (Spain), with offices in
Brussels (BE), Brno (CZ) & USA.

The only European open source laaS
solution, born in 2008.

A success story emerged from EU
innovation programs.

Leader of several innovation projects in
Cognitive Cloud and Advanced 5G.
Playing a key role at the NexusForum
CSA.

Chairing the EU Cloud Alliance and the
IPCEI-CIS Industry Facilitation Group.
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What is OpenNebula?

The Open Source Cloud & Edge Computing Platform

Open
2= Nebula
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KUBERNETES

CLUSTERS v Virtualization layer

o Simplicity and light profile
o Extensible architecture

e | CONTAINERS Q VIRTUAL MACHINES o Multi-tenancy & Multi-VM
O

(LXC)
DevOps friendly
e N
,Open Virtual Infrastructure Management, Cloud 4 One.KE (KUb.emetes)
= Nebula Management Provisioning & Cloud Federation o Virtual appliances CaaS

o Different “add-ons”

v Cloud-Edge Continuum
Apps




Enterprise Cloud OpenNebula Benefits

Simplicity and Agility of Public Cloud + Performance and Security of Private Cloud

Power of Simplicity
A single control panel that unifies
management across the hybrid
multi-cloud continuum

Vendor Neutral Flexibility
Infrastructure agnostic to build
an enterprise cloud that meets your
needs on-prem and on-cloud

Lightweight and Easy to Maintain
Single enterprise-ready product,
with small footprint, and a one-stop
long-term commercial support

Proven and Scalable
Many large scale production
deployments with thousands of
distributed nodes

Elastic and Fully Automated
Automated operations with
deployment of clusters on-prem and
on-cloud in < 5 minutes

Cost-effective
In 10-node cloud, reduce TCO by
up to 75% compared to VMware
and Red Hat OpenStack



Your Cloud Your Rules #2Open

Our Mission is to Bring Real Freedom to your Enterprise Cloud 4’ = Nebula

o4 Open Bringing Real Freedom P
Z Nebula to Your Enterprise Hybrid Cloud -

Datacenter Cloud Edge

FREEDOM TO CONTROL FREEDOM TO CHOOSE FREEDOM TO CHANGE

No lock-in, and

Custom approach to Unparalleled choice of
security, privacy and infrastructure and cloud
management providers

repatriation and
migration of workloads




Enterprise Hybrid OpenNebula Features

OpenNebula Solves the Toughest Cloud Challenges

Open
2= Nebula
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Any Application Any Cloud
Deploy, manage and provision Any Infrastructure From on-premises and hybrid
Kubernetes and Virtual Machines cloud to the multi-cloud edge

Compute, storage and networking are
virtualized and driven by software
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Virtualizing Infrastructure fFor
the Most Complex Telecom
Use Cases
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OpenNebula Top Priorities #2Open

“Intelligence and Automation for the Operation of Distributed Edge Systems == Nebula
on B5G Infrastructures”
L)

o Application
i | Providers
Satisfying the demand for Integrating the functionality Making use of open
open European tech for B5G of B5G to improve the solutions to manage the
Telco Cloud cloud-continuum deployment of private
B5G

Expanding the cloud-edge Facilitating the distributed Creating an ecosystem of
continuum through new management of the cloud-edge research and innovation in
B5G infrastructures continuum for businesses and B5G for next generation
users cloud-edge

Project Coordinator: OpenNebula Systems | More Information: ONEedge5G.EU

ONEedge5G (TSI-064200-2023-1) is supported by the Spanish Ministry for Digital Transformation and Civil Service through the UNICO 1+D 6G
Program, co-funded by the European Union — NextGenerationEU through the Recovery and Resilience Facility (RRF).

)
T‘ UN IC(I E iﬁn SeesmNa L‘l’&“&"?wwwm.m T‘ Plan de Recuperacién,

14D 6G Transformacién y Resiliencia

ONEedges5G

Financiado por
la Unién Europea
NextGenerationEU




OpenNebula Top Priorities #2Open

Enabling EU's target to have 10,000 climate-neutral highly secure edge nodes = Nebula

https://digital-strateqy.ec.europa.eu/en/policies/iot-investing#tab_3
E0CE CLOVD
Typical distance <1km 1-100 km 100-1000 km >1000 km
Average latency 1ms 2-5ms 10-20ms >20ms
Millions 100 000s 1000s 100s 10s <10
\J
& % (((5))) Cell site Central office e
I~ qoa edge In-country
D o) ks ke data centre
" Aggregat:on p -
M # 3
= .a . CLOUD TO EDGE
b U OUD ata centres ttps://sovereignedge.eu/
L ON-DEVICE ON-PREMISE FAREDGE NEAR EDGE CLOUD
e Multi-country large-scale projects e 75% of cloud uptake by EU enterprises in 2030
o Datainfrastructure e Support for European SMEs willing to explore
o B5G communications innovative business models
o High-performance computing
o Al Farms
o Public administration
o Digital innovation hubs


https://sovereignedge.eu/
https://digital-strategy.ec.europa.eu/en/policies/iot-investing#tab_3

Highly Distributed Cloud Architecture

2 Open
An exercise with one of the global services providers Nebula
3. e It delivers world-class services and platforms to
wholesalers, carriers, fixed and mobile operators,
v - Visal OTTs, service providers, aggregators and
\ multinational companies
e Target architecture should support the most
challenging VM-based workloads such as firewalls,
load balancers, routers and other non-generic
AW/ compute services

RetailCo/ServeCo SolutionCo
Offer fixed and/or mobile convergent services Develop solutions and products for business

. . to consumers customers as convergent services
https://globalsolutions.telefonica.com/en/coverage/ "9

PlatformCo/BrokerCo
Bridge, orchestrate and broker services among multiple network companies and wholesale buyers,
with potential for white-label virtual network operators (xVNO) solutions as multi-asset wholesaler

Edge PoP
VNFs Customer’s internet traffic Netcc'/Utllltyco . ) .
Own and operate fixed and/or mobile networks that sell access and capacity to telecoms as a
________________________________________________________ multi-asset wholesaler
i :  OpenNebula Systems | :
i

3 PropCo/infraCo
3 #2 OpenNebula Orchestration Platform — Alacss + - - NOC . — S
3 [ = } Monitoriag Own and operate passive network assets and enabling infrastructure through asset-class specialists:

' | ! 3
KVM Storage Metrics . i Data FibreCo DuctCo ExchangeCo TowerCo LandCo SubseaCo SatCo
(Ubuntu) (Restic) (Prometheus) : ! CenterCo



https://globalsolutions.telefonica.com/en/coverage/

OpenNebula as VIM

Efficiently using and managing the physical assets

Open
2= Nebula
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4 )

| Operating and Business Support Systems ( \ ) Y V| M FU nctiona l| tieS
[ orehestrster 1] o Robust, flexible and widely used
VNFs ‘ o Designed for heterogeneous
st } { sz } { s J ‘ infrastructure
VNF Manager o Software image management
{ UNET } { UNF2 } { INES J \ J o Virtualized resources allocation and
L management
........................................................................................ o Infrastructure resource fault and
(" newi h i performance management
; o NFV acceleration capabilities
[ Virtual Compute } { Virtual Storage J { Virtual Network J management
i { _._ ] [ Virtust infrastructure l‘ o  Orchestration of usage and
L Virtualization Layer L o . . .
: \ Manager ; provisioning of the virtual
Hardware Resources infrastructure
: { Virtual Compute } { Virtual Storage J [ Virtual Network J Zopen ® NBI towards VN FM and NFVO
L )L Nebula  |: e SBItothe NFVI's elements
............................................................................................ e WAN Infrastructure Manager




OpenNebula from VIM to laaSs #20Open

OpenNebula Systems is a general sponsor of LFE Sylva

(B)5G Core (B)5G RAN IP Netw Video APP

Caa$S and Management
Clusters

laas
VMware/OpenStack/OpenNebula

Bare Metal

e Unified laaS
o support the deployment of 5G networks over cloud-edge continuum
o easily and efficiently scale the networking, computing capacity, servers and/or storage resources to their cloud tailored
for every specific use case
o bridge the cloud-edge continuum to the Container-as-a-Service (CaaS) platform
o deliver optimal performance for the services built on top
e OneKE, as Caas, is offered to the telecom actors, benefiting from the control and orchestration done via CAPI



OpenNebula facilitating the re-virtualization

A concept at its peak, being applicable to 5-20% of companies

Open
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4 )

e Re-virtualization
Platform Engineering

Consumption Based Model o virtual-to-virtual migration
i o to address a viability or commercial risk

e OpenNebula's approach
o Unified Management through a single

Hype Cycle for Data Center Infrastructure Technologies, 2024

Infrastructure
Small Modular Nuclear Reactors
Programmable Platforms —\
Revirtualization
Net-Zero Data Centers
Intelligent Platforms

Infrastructure Orchestration ]
Hydrogen-Powered Data Cemers_\

Digital Platform Conductor Tools

Circular Economyin IT

| Augmented Reality in Data Centers ——¢ ) Edge Computing t |.
z controt pane.
o
= Hyperconvergence o Easy migration from VMware (including
Intelli c ! .
5 s ol S e dedicated features and workflows)
E G / Continuous Configuration " .
v . n |T°"f9’ Programmable Automation o Enhanced security using open-source
“ i s solutions for both VMs and containers
Comgee\:tr:li:mﬁac‘g‘r A o . )
Fusion Power Vi J/{/L Schuar ehed o  Scalability, helping to adapt
Emerging Memory Q‘/_ ——— (7L immutable nfastructure VM/CO nta in er wo I'kloa d s to meet
e et e dynamic network demands
Cooling 7 *
L it R e o Coexistence and seamless integration
_ Asotune20 with other platforms.
Innovation Peak of Inflated Trough of Slope of Plateau of . . .
Trigger Expectations Disillusionment Enlightenment Productivity [ ] D evi rt ua llza tl on

TIME
Plateau will bereached: O <2yrs. O 2-5yrs. @ 5-10yrs. A >10yrs.  ® Obsolete before plateau

G J

https://www.gartner.com/en/documents/554059


https://www.gartner.com/en/documents/5540595
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Testing configuration

Re-virtualize and expand the e2e architecture
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== Nebula

PoP Management Network - (L3- MPLS)

Z OpenNebula

«» |mage DS
- (Repository)

Virtual Machines

U

SSH ‘ Monitor

Virtual Machines

Yo

SSH Monitor

"
Virtual Machines ‘

L

& System DS (VM 1/0)

& System DS (VM1/0)

& System DS (VM1/0) ‘

Open vSwitch

Open vSwitch

L

Open vSwitch ‘

//i

SSH Monitor ‘

a» PoPImage ‘

W (ning

\
Virtual Machines ‘

LN

SSH ‘ Monitor

Virtual Machines

Yoy

& System DS (VM 1/0) ‘
\ J

& System DS (VM /0)

Open vSwitch ‘

P L )

Open vSwitch

I

I

mmm  Physical switch (L2)

mmm  Physical switch (L2)

— |

Central PoP (Control + VMs) - DELLR730 - 2 or 3 hosts

Remote PoP (Control + VMs) - DELL R730- 2 or 3 hosts

Focus on the functionality of VNFs
Avoid putting too much effort into
the underlying layer

Coexistence of VM and containers
Multi-tenancy in
resource-constrained environments

Main components
PoPs

o Central PoP included the OpenNebula
control daemons

o Storage

o Networking

o Management plane

o APIsand WebGUI
Long Fat Networks (100-1000 Mbps,
latencies over 200 ms)

~




VIM fFeatures

Tailored test scenario to showcase OpenNebula's advantages

VIM Advanced Features

Tenant Management

Image Datastore exposure

Automatic Host Placement

Manual Host Placement

Hosts Classification and Organization
Snapshotting

Manual Initiation of VM Movement
and Relocation

Infrastructure Usage/Consumption

#%0pen
Z Nebula
Networking and EPA Features

OVS-DPDK

SR-IOV

PCI-Passthrough

NUMA Awareness

10-based NUMA Scheduling and NUMA 10 Affinity
CPU and NUMA Pinning

CPU Threading Policies

Hugepages Support

VIM Basic Features

Host Aggregation

Capacity Planning and Optimal Resource Usage
Redundancy, Resiliency, Fault Tolerance and Recovery
Backup and Recovery

Long Fat Networks support

Capacity planning (30 API requests per second)
Authentication

Access Control Mechanism

Use local storage, DPDK and SR-IOV for high performance
Central multi-tenant, Al-driven NOC management
Minimal hardware infrastructure at NOC and PoPs

Avoid lock-in, increase Flexibility and minimize costs

Automatic on-demand deployment of PoPs on bare-metal servers running KVM hypervisor
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ONEedge

ONEedge5G

Intelligence and Automation for the Operation of
Distributed Edge Systems on 5G Advanced Infrastructures

@

Initiative funded by the Spanish Ministerio para la Transformacién Digital y de la Funciéon Publica through the ONEedge5G
Project: Intelligence and Automation for the Operation of Distributed Edge Systems on 5G Advanced Infrastructures
(TSI-064200-2023-1) and through the UNICO I+D 6G Program, co-funded by the European Union’s NextGenerationEU instrument
through the Recovery and Resilience Facility (RRF).

¥ D€ LA FUNCION FUBUCA

Funded by the Plan de Recuperacién, & UN I ‘ : N
European Union Transformacion GEBMIA  PARA UA TRANSIOIMACON DAL /17455 25,
A\

NextGenerationEU A y Resiliencia 14D 6G

OpenNebula.io/innovation/oneedge5g


http://opennebula.io/IPCEI-CIS
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IPCEI-CIS

Fixing the EU Cloud Market

IPCEI on Next Generation Cloud Infrastructure & Services
Enable Multi-Provider Cloud-Edge Continuum
Strengthening of EU digital industry

Development of European Open-Source technologies

o Strategic co-investment programme approved by the EC in December

The largest open source project in EU history! ﬁ .
02

m 1,200 million EUR in State Aid + 1,400 million EUR in private funds.
——4¢
“140 European companies from 12 Member States. )

-~

N2 S

Central 56 / +
. = i o

Kubernete s !

Datacenter-Cloud-Edge Continuum

Cloud-Edge Continuum

o> <@ "<, In-Country = /(.)
SR Hyperscaler @ Datacenter . —— -
N # Aggregation =— — <->
# Datacenter ==
N : E ;.2 : Node = = O
v Mini
Containers Datacenter Datacenter 4> Utilit
<> y N
N Networks
ol
Private Cloud Public Cloud Public Edge 5G [ Near Edge On-premise Edge

Open
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IPCEI-CIS

General Overview

e

{ Lo o

4.3. Manufactu-
ring & Industry
4.0[5.0

3.2. Artificial Intelligence

Public Cloud

Ws4 = =
Use Cases 4.1. Mobility,

Transport &

Travel 4.2.Energy
WS3 —>
Smr O
Advanced ~.
Data
Processing 3.1. Data Exchange
Ws2 2.1. Federation and
CIoud-_E.d.ge Multi-cloud
Capabilities
Private Cloud

WSI1
Cloud-Edge On-premises
Infrastructure Datacenter

4.5. Infrastructures,
Smart Buildings
4.4. Health & Cities

e

3.3. App Deployment

2.3.Integration,

DATACENTER-CLOUD-EDGE-CONTINUUM

\X

=

7779

€
: “‘ﬂ-n‘ = L)
4.6.Tourism o - !_.Aj
& Cultural 4.7. Agriculture o
Heritage & Environment 4.8.Media

®Oon o

3.4.Service Orchestration  3.5. Ecosystem Services

2.4. Operating 2.5.Technical

Monitoring, .
Management and \s/iy::zrlfi‘zsu(t’i:: Reqmrre‘!nents and
Optimization Architecture
5G [ Near Edge Private Edge
100 - 1000 km \\\ 1-100 km <Tkm
10-20 ms 2-5ms N 1ms

e

Open
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2.6. Cross Cutting Security
2.7. Cross Cutting Sustainability




Open OpenNebula.io
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contact@opennebula.io
@ +34 91297 9741 / +1 781 238 6643

OpenNebula Systems Headquarters OpenNebula Labs
EMEA USA Czech Republic Belgium
La Finca Business Park, Building 13 1500 District Avenue Cyrilska 7 - Impact Hub Brno Brussels Manhattan Center, 5th Floor
28223 Pozuelo de Alarcén, Madrid Burlington, MA 01803 602 00 Brno Avenue du Boulevard 21, Brussels 1210

Spain USA Czech Republic Belgium



