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The Rise of laC
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Resource Groups  Learn more

A resource group is a collection of
resources that share one or more tags
Create a group for each project
application, or environment in your
account

Additional Resources

Getting Started (7
Read our

training to le:

AWS Console Mobile App (7'

View your resources on the go with our
AWS Console mobile app, available
from Amazon Appstore, Google Play, or
Tunes.

AWS Marketplace (7

Find and buy software, launc!

Click and pay by the hour.
AWS re:invent Announcements
7

Explore the next generation of AWS

cloud capabilities. See what's new

Service Health
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The lIaC Tooling Challenge
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Choosing the Right laC Tool

Security and Compliance
Scale and Performance

Learning Curve and Adoption



laC
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laC Battleground - Round 1

HashiCorp

"’ Terraform

Industry standard

Cloud agnostic

Large community and ecosystem
Modular & reusable

State file management
VVendor lock-in to HashiCorp




laC Battleground - Round 1

HashiCorp

’ Terraform <« AWS CloudFormation

Industry standard

Cloud agnostic

Large community and ecosystem
Modular & reusable

Verbose Syntax (JSON/YAML)
Performance & scalability

o State file management
e Vendor lock-in to HashiCorp




laC Battleground - Round 2

¢ Pulumi

e C(Cloud-agnostic
o State management options
o Code reusability & modularity

e Community size and support

e Performance on large
deployments

o Easy to over complex your laC




laC Battleground - Round 2

¢ Pulumi OpenTofu'

e C(Cloud-agnostic
o State management options
o Code reusability & modularity

DSL declarative language (HCL/JSON)
e Community size and support Performance & scalability
e Performance on large
deployments
e Easytoover complex your laC




laC Battleground - Round 3

ANSIBLE

Configuration using YAML
Agentless

Large community & prebuilt roles
No state management




laC Battleground - Round 3

ANSIBLE

Configuration using YAML
Agentless

Large community & prebuilt roles
No state management
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The Multi-Tool Approach

e Potential benefits of using a combination of 1aC
tools:
o Leverage strengths of each laC type
o Address diverse requirements (cloud-native,
traditional, legacy)
o Facilitate migration and integration strategies
e Consider in-house scripting for specific needs but it

requires maintenance.




Understanding Your Organization's laC Maturity

Governance

{3} Automation Cost Controls

{Z Managed Self-Service €3 Governance

Productivity

ClickOps Manual Scripting, Managed
Deploys Generic CI/CD Self-Service




Unified DevOps Process
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Static Code Analysis

Automatically scan for misconfigurations

|dentify security vulnerabilities before

& / = ~/checkov-test checkov -d . —quiet
terraform_plan scan results:

dep|0\/ment Passed checks: 17, Failed checks: 7, Skipped checks: @

Check: CKV_AWS_79: "Ensure Instance Metadata Service Version 1 is not enabled"

Ensure compliance with industry L e

Guide: https://docs.prismacloud.io/en/enterprise-edition/policy-reference/aws

StandardS and |nterna| |30|ICIES Code lines for this resource are too many. Please use IDE of your chg

: CKV_AWS_88: "EC2 instance should not have publlc IP
FAILED for modul L
File: /tf_plan.json: 72 125
Guide: https://docs.prismacloud.io/en/enterprise-edition/policy-reference/aws

s[0]

Code lines for this resource are too many. Please use IDE of your chg
: CKV_AWS_126: "Ensure that detalled mon1tor1n is enabled for EC2 instances"

FAILED fo 1 ns .this[0]
File: /tfﬁplan.Json 2-125
Guide: https://docs.prismacloud.io/en/enterprise-edition/policy-reference/aws

Code lines for this resource are too many. Please use IDE of your chg
: CKV_AWS_135: "Ensure that EC2 is EBS optimized"
FAILED fo ule e dul e
File: /tf_plan.json
Guide: https://docs.prismacloud.io/en/enterprise-edition/policy-reference/awd

Code lines for this resource are too many. Please use IDE of your chg
: CKV_AWS_8: "Ensure all data stored in the Launch conflguratlon or instance Ela
FAILED fo jule dule. e—e i .this[@]
File: /tf_plan.json:72-125
Guide: https://docs.prismacloud.io/en/enterprise-edition/policy-reference/awd




Cost Estimation

Understand laC updates on cost before deployment
Shift cost mindset left

Include cost as part of approval flows

& / = ~/infracost-test infracost breakdown —path tf_plan.json
INFO Autodetected 1 Terraform plan JSON file project across 1 root module
INFO Found Terraform plan JSON file project tf plan.json at directory tf plan.json

Project: tf_plan.json

Name Monthly Qty Unit Monthly Cost
module.acme-ec2.aws_instance.this[0]
lllA Instance usage (Linux/UNIX, on-demand, t3a.large) 730 hours $54.90
root_block_device
I \ n racos Storage (general purpose SSD, gp2) 8 GB $0.80
l OVERALL TOTAL $55.70

*Usage costs can be estimated by updating Infracost Cloud settings, see docs for other options.

1 cloud resource was detected:
* 1 was estimated




Policy-as-Code

Codify organizational policies
Reduce risk and human error when validating

code, plans, and outputs

£ test.rego > {} data.terraform > @) array_contains

Reduce bottleneck of human approval

terraform
AANAARANAAR
import rego.vl

import input.tf plan as tf_ plan
allowed_instances := [
"t2.nano",

"t2.micro"

Open Policy Agent

deny contains reason if {
resource := tf_plan.resource_changes[_]
instance_type := resource.change.after.instance_type
not array_contains(allowed_instances, instance_type)

reason := sprintf(format: "%-40s :: instance '¥%s' is not allowed.")

}




In Summary

No single "best" 1aC tool for all scenarios

The "winner" depends on your organization's:

o Maturity Level
o Technology Stack
o Use Cases and Requirements

Adopt a strategic and adaptable approach



Thank you!

Questions?



