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What is KernelCI?
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Classic (legacy) dashboard
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Growing requirements
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Ecosystem

● Tests quality efforts: “Towards common mainline device testing”

https://lpc.events/event/18/contributions/1794/

● GitLab pipeline definitions for kernel development

https://lore.kernel.org/lkml/20250123135342.1468787-1-vignesh.raman@collabora.com/

● Database of CI reports from testing kernel

https://kcidb.kernelci.org

https://lpc.events/event/18/contributions/1794/
https://lore.kernel.org/lkml/20250123135342.1468787-1-vignesh.raman@collabora.com/
https://kcidb.kernelci.org/
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Takeaways

● KernelCI (project) expanded and evolved into an umbrella for 
various efforts

● Service and system are components of the whole project

● Service scaling/maintenance issues led to redesigning the 
system
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Current status
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Testing landscape
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Web Dashboard
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Regression tracker
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KCIDB
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Connecting labs
● Physical/virtual

● Build farms (e.g. Kubernetes)

● LAVA:

– Baylibre

– Broonie

– CIP

– Collabora

– Qualcomm

● Yours?
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Maestro
● Tree monitoring

● Event processing

● Task scheduling

● Results submission

https://docs.kernelci.org/maestro/api/design/

https://docs.kernelci.org/maestro/api/design/
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kci-dev tool
● Stand alone tool to interact with KernelCI

● Custom submissions (test arbitary commits)

● Results retrieval

● Requesting automated bisection

● https://kci.dev

https://kci.dev/
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Takeaways

● Extensibility

● Improved system scaling

● Support for new lab types (not only LAVA)
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Next steps
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Not only managed instances
● Managed

– https://kernelci-api.westus3.cloudapp.azure.com

– https://staging.kernelci.org:9000

● Local – guided

– https://docs.kernelci.org/maestro/api/local-instance

● Local – semiautomatic

– https://github.com/kernelci/kernelci-deploy

https://kernelci-api.westus3.cloudapp.azure.com/
https://staging.kernelci.org:9000/
https://docs.kernelci.org/maestro/api/local-instance
https://github.com/kernelci/kernelci-deploy
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Feedback

● What is missing?

● What might have been duplicated?

● What new hardware could be tested?
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Getting in touch

● Send an email to kernelci@lists.linux.dev

● IRC: #kernelci on libera.chat

● Matrix: #kci-general:matrix.org

● Discord: https://discord.gg/3rPE9rNj

mailto:kernelci@lists.linux.dev
https://discord.gg/3rPE9rNj
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Summary
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Final thoughts

● The new system is steadily going through a stabilization 
phase

● Focus on reliable tests results and relevant reports

● It's all about engaging the community in testing



Thank you!
We are hiring - col.la/careers
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http://col.la/careers
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