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Weaviate Core Engineer
over 17 years of experience

almost 5 years in AI space

Preferred languages: Go, Python, Java, Scala, TS

working on Open Source AI-first Weaviate DB

Who am I?
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Weaviate Research Engineer
Applied Research Team

Past experience:

Research on Approximate Nearest 
Neighbor and Compression
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Embeddings models
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Embedding models

Text embeddings models turn text into a vector representation.

“Black cat sitting on the street on a rainy day at night”

[0.02460668,-0.027135728,-0.0029105705, … ,-0.018872168]

Model: Snowflake/snowflake-arctic-embed-m
Language: English     Dimensionality: 768

Embeddings are vector representations of data.
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Embedding models

Model: nomic-ai/nomic-embed-text-v1.5
Language: English     Dimensionality: 64, 128, 256, 512, 768

Matroyshka Embeddings models offer multiple vector dimensions
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● OpenAI V3 text embedding
● Google Embedding Gemma 300m
● Cohere Embed 4
● Snowflake Arctic Embed
● ModernVBERT Embed
● BAAI BGE-M3
● Jina AI Embeddings V4

Embedding models
AI Embeddings models:
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Embedding models

“Black   cat   sitting   on   the   street   on   a   rainy   day   at   night”

Multi-Vector (ColBERT) embeddings 
ColBERT produces as many embeddings as there are tokens (words) in 

a sentence, instead of producing one embedding for sentence. 

            v0         v1         v2           v3  v4          v5         v6 v7    v8         v9    v10   v11

Sentence embedding: [v0,v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11]
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Embedding models
How to search data using ColBERT embeddings?

Source: Stanford 
University NLU online 
course 10



Embedding models
ColBERT embeddings

Late interaction
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Contextualized Late Interaction over BERT



Embedding models
ColBERT embeddings

Late interaction
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Embedding models
Multi-Vector vision embeddings models

ColPali 
(PaliGemma)

ColQwen2
(Qwen2−VL)

ColNomic
(Fine tuned
Qwen2.5−VL)
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Embedding models
Multi-Vector vision embeddings models

ColPali 
(PaliGemma)

ColQwen2
(Qwen2−VL)
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(Fine tuned
Qwen2.5−VL)
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Embedding models
Multi-Vector vision embeddings models

When to use Multi-Vector vision embedding models?

- PDF documents and research papers
- Screenshots of applications and websites
- Visually rich content where layout matters
- Multilingual documents where visual context is important
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Vector databases - How does it 
work?
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Vector representations of data

Photo by Shayna Douglas on Unsplash

0.83

0.35

..

0.02

Photo by Bill Stephan on Unsplash

0.74

0.01

..

0.95
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https://unsplash.com/@itsmaemedia?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/golden-retriever?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/@billstephan?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/golden-retriever?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText


Vector databases - How does it work?

Your own data

(e.g. Wines)

Your search query

(e.g. Wine for 
seafood)

Pretrained ML 
model

(e.g. NLP

1
8

Results

(e.g. Chardonnay)

18



Vector databases - How does it work?
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Vector Index types:
- HNSW / Flat (on disk)

- PQ - Product Quantization
- BQ - Binary Quantization
- SQ - Scalar Quantization
- RQ - Rotational Quantization

- HNSW Multi Vector
- MUVERA
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Vector databases - How does it work?

22

Vector Index types:
- HNSW / Flat (on disk)
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MUVERA Multi-Vector encoding
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MUVERA Multi-Vector encoding
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MUVERA:
- encodes multi vector into single vector called FDE
- each FDE product approximates MaxSim score



MUVERA Multi-Vector encoding
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Main Steps

1. Space partitioning 

2. Dimensionality reduction

3. Repeat 1 & 2 multiple times

  Parameters

● kSim: 4
● dProj: 16
● nReps: 10



MUVERA Multi-Vector encoding
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MUVERA:

space partitioning
uses SimHash
based on Locality
Sensitive Hashing



MUVERA Multi-Vector encoding
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MUVERA:

filling empty cluster
during document
encoding



MUVERA Multi-Vector encoding

28

MUVERA:

dimensionality 
reduction uses 
random matrices 
to project dimensions



MUVERA Multi-Vector encoding
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MUVERA:
pros:
- improved import times
- reduced memory requirements (smaller index)
- faster QPS

cons :
- worse recall (precision search)



MUVERA Multi-Vector encoding
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MUVERA:
pros:
- improved import times
- reduced memory requirements (smaller index)
- faster QPS

cons :
- worse recall (precision search)

- rescoring is the way of fixing the recall



Demo
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Demo
Multi-Vector Vision models

1. Weaviate - v1.35
2. ColBERT vision model

ColQwen2.5
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Demo
Multi-Vector Vision models

AI powered OCR pipeline:
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Demo
Multi-Vector Vision models

AI powered OCR pipeline:
1. Extract document page as an image
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Demo
Multi-Vector Vision models

AI powered OCR pipeline:
1. Extract document page as an image

2. Vectorize image with Multi-Vector 
embeddings vision model
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Demo
Multi-Vector Vision models

AI powered OCR pipeline:
1. Extract document page as an image

2. Vectorize image with Multi-Vector 
embeddings vision model

3. Store Multi-Vector embeddings in 
Vector DB using MUVERA encoding

4. All set up!
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Connect with us!

weaviate.io

weaviate/weaviate

weaviate_io
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Thank you !
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