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Why should you care ?

Motivation

Legacy applications
requirements
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What we want

Goals

e Stretched L2 network across the fabric
o Cross cluster live migration
o Resource pooling across multiple clusters

e Routing between networks
o Traffic segregation
o Direct routedingress to VMs
m No need to expose services
m No NAT



The enabling technology.

EVPN
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The enabling technology.

EVPN

e Ethernet VPN
e Control plane: BGP
e Data plane: VXLAN /MPLS /SRv6 / ...
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What is EVPN 2.

EVPN control plane

e MP-BGP

e Different route types
o Type 2 routes
o Type 5 routes



How does it work ?

EVPN - Stretching a network (Layer 2)

e Type 2 routes: advertise VM MAC / IP address

Type-2 Route

h" Advertisement
%

MAC: OA:B1....

Cluster B



How does it work ?

EVPN - Routing between networks (Layer 3)

e Type 5routes: advertise entire prefixes

Type-5 Route
Advertisement

Route:
192.168.10.0/24

Subnet: Remote Router
192.168.10.0/24




Implementation



Integrate rather than develop

Design principles
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Integrate existing solutions

Work with multiple CNI plugins



Package & manage existing components

Building blocks:

e Kubevirt ( )
e OpenPERouter (
e Any bridge based CNI

O
O


http://kubevirt.io
http://openperouter.github.io
http://github.com/k8snetworkplumbingwg/ovs-cni
https://www.cni.dev/plugins/current/main/bridge/

Integrate rather than develop

OpenPERouter

e Like arouter, but running
on our nodes

e | 2 overlay exposed to the
node as a veth leg

Kubernetes Node




Integrate rather than develop

Attaching to the stretched network

e A VM can be pluggedto
the L2 domain using a

oridge on the host

e Distributed Anycast GW

e Live migration support




Package & manage existing components

Complexity under the hood

Kubernetes Node

I I . Linux VRF

e Integration of low level components e

e Manually managing this across a fleet “ ‘ 'l

of nodes => complex & error prone ‘!’/

VXLAN

e Need a Kubernetes native approach l-< iterface




Provide declarative API

A
Going Kubernetes native

. User Intent (CRDs)
e Declarative AP

e Automated configuration l
e Not tied to a particular CNI
plugin OpenPERouter Controller
o You just need a bridge
on the host

FRR Linux VXLAN
Config VRFs Interfaces



Configuring the data-plane

Configuring EVPN with OpenPERouter

e VXLAN => configure the tunnel endpoints in the nodes
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Configuring the tunnel endpoints in the cluster

Underlay

Configure the VTEPs
on the router nodes

: openpe.openperouter.github.io/v1alpha
: Underlay

: underlay
. openperouter-system

: 64514
: 100.65.0.0/24
- toswitch

- : 64512
:192.168.11.2



Configuring the data-plane

Configuring EVPN with OpenPERouter

e Data plane: VXLAN
e Underlay CRD to configure the VTEPs

BGP Control Plane
(Exchanges Routes)

Physical Underlay Network VXLAN Data Plane
(Leaf/Spine Fabric) (Encapsulated Traffic)




Configuring the control-plane

Configuring EVPN with OpenPERouter

e Creating the MAC VRF by using the L2VNI CRD
e Stretches the L2 across the fabric
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Stretching the L2 overlay across the cluster

IPAVAN]

Stretch the L2 network

openpe.openperouter.github.io/v1alpha1
AVAN|

layer2
openperouter-system

linux-bridge

true
192.170.1.1/24 # ONLY NEEDED FOR L3
110
red



Layer 2 VNI

Fabric

Kubernetes Node




Workload NetworkAttachment

NetWOI’k COnﬁg k8s.cni.cncf.io/v1

NetworkAttachmentDefinition

Specifies the attachment evpn

. . default
configuration

|
/) o n” - . {
B.rldge = ah example' “cniVersion": "0.3.1"%,

this works with more CNlIs  "name": "evpn",

) —rni’ "type": "bridge”,
eg. ovs-cni, macvlan, bridge": "or-hs 110"
|vaan, etc. "macspoofchk": false,

"disableContainerinterface": true



Workload Network Attachment

=

-

vni110

L A 4 br-hs-110 J

Kubernetes node Kubernetes node




How FRR advertises type 2 routes

Workload

Bri
(br-pe

dge
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Linux FDB
(MAC table)

Linux Neigkbor Table
(ARP/NDP cache)

FRR Zebra

FRR BGP

Fabric Peers

Frame with source MAC
arrives

Learn MAC + port

mapping

Netlink FDB notification<br/>
(RTM_NEWNEIGH on bridge)

e local MAC learne dem—sn

Create Type-2 Route

* Route Type: 2

* MAC: 02:03:04:05:06:07
* IP Address: (empty)

® VNI: 110

. A/ex‘t-l«op: local vTEP IP

Advertise Type-2 MAC-only
route B
1 1
| Route 1: [2:[0T:[48]:[MAc] !
| |

Workload Brio(g:_n.}) Linux FDB

(br-pe-

(MAC table)

Linux Neighbor Table
(ARP/NDP cache)

FRR Zebra

FRR BGP

Fabric Peers




How FRR advertises type 2 routes

Linux FDB

Linux Ne.ghbor Table
(MAC table)

Bridge
Workload 3 (ARP/NDP cache)

< FRR Zebra FRR BGP Fabric Peers
(br-pe-{vni})

ARP Request/Reply or NDP%

Learn MAC + IP|bindin

(neighbor entry create

Netlink neighbor
notification
(RTM_NEWNEIGH on
interface)
New local MAC+IP

learned B

Create Type-2 Route

¢ Route Type: 2

* MAC: 02:03:04:05:06:07
* IP Address: 192.170.1.3
* VNI: 110

¢ Next-hop: local vTEP IP

Advertise Type-2 MAC+IP

| Route 1 [2[0]:[48][MAC]T
|Route 2: [2]:[0]:[48]:[MACT:[32][IP]

Workload

Brid,
(Br-Pe-g\/m})

Linux FDB
(MAC table)

Linux Neighbor Table
(ARP/NDP cache)

FRR Zebra

FRR BGP

Fabric Peers




Beyond layer 2

Provider Service
(RED VRF - 192.168.20.2)

Connecting to provider
networks

e | 3 overlays toimport/export
routes

o Access services in provider
networks

o Directroutedingressinto

Provider Service
the VMs (BLUE VRF - 192.168.21.2)
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Exposing the network to the fabric

L3 VNI

Expose the network

L3VNI

red

100
red

openpe.openperouter.github.io/v1alpha1

openperouter-system



Layer 3 VNI

Fabric

Br-Pe_-'l'lO D

192.170.1.1 VTCP

router's net namespace

Kubernetes Node




Layer 3 VNI

vni100

- J /——\ Leof

]

vni110

vni100

vni110

br-hs-110

_J

Kubernetes node

vni110

J

Kubernetes node




Demo



The demo scenario

HostA
VNI100

Kind Master 4

Kind Worker A

Kind Master B

Kind Worker B




The demo scenario

HostA
VNI100

-

Kind Master B

Kind Worker A Kind Worker B




The demo scenario

HostA
VNI100




Link to demo

Scan me!

Repo with demo script:

Asciinema link:


https://github.com/maiqueb/fosdem2026-openperouter
https://tinyurl.com/superduperrouter

Conclusions



Key takeaways

e |L2VNIcan be used to stretch a Layer 2 overlay
across multiple Kubernetes clusters
o or sites
e | 3VNIcan be used to create Layer 3 overlays
o allows VMs running in Kubernetes to access
services in the exposed provider networks
o .. or the other way around
o Provides direct ingress into the KubeVirt VMs
e | 2VNIs can provide cross-cluster live migration



the end ...



OpenPERouter
KubeVirt

KubeVirt related blog posts
O

O
OpenPERouter examples
O
O

FRR documentation
@)


https://openperouter.github.io/
https://kubevirt.io/
https://kubevirt.io/2025/Stretched-layer2-network-between-clusters.html
https://kubevirt.io/2025/Dedicated-migration-network-for-cross-cluster-live-migration.html
https://openperouter.github.io/docs/examples/evpnexamples/kubevirt/
https://openperouter.github.io/docs/examples/evpnexamples/kubevirt-multi-cluster/
https://docs.frrouting.org/en/latest/evpn.html

