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NVIDIA A100 (40GB)
+ 8 x 5GB Memory Slices

SMs

GPU Instance 0 » 7 Compute Slices

GPU Instance 1

GPU Instance 2

Figure D: GPU slices

GPU Instance 3

GPU Instance 4

GPU Instance = GPU slices + GPU engines (CE, DEC, JPEG, ENC, OFA)

GPU Instance 5

GPU slice = GPU Memory slice + GPU Compute slice

GPU Instance 6

1 GPU memory slice ~ 1/8 Total GPU Memory

Figure C: GPU instances 1 GPU compute slice ~ 1/7 Total number of compute (SMs)



MiG Slice hierarchy
o= [m[=]m]=]=]=]

e E e R N
tep 2 A compute compute

Compute is assigned to sliced memory

Figure E: 2 Level Slicing A100

 MiG instance creation has has two level hierarchy

* You cannot create compute slice first and then assign memory slice to it.



MiG Partitioning Combinations

5GB 5GB 5GB 5GB 5GB 5GB 5GB 5GB anu» 5GB 5GB S5GB 5GB . > 5GB 5GB 5GB
~| L — |
GPU Instance
e Fixed partition of memory and compute 1c.4g.20gb
e Fixed amount of “other” GPU Engines
(depending on size)
1 1 1 1 1 1 1 ; | 1 1 v‘ , 1 1 1
compute |compute |compute| compute | compute | compute ute compute | compute | compute . zompute | compute |compute | compute] compute | compute | compute
Figure G: Smallest Instance Figure H: isolated compute with shared Memory Figure |: Multiple compute with Large Memory
Single isolated compute instance Multiple isolated compute instances Single isolated large instance
* 1 isolated 1g.5gb instance e Single 49.20gb split into 4 1 isolated 49.20gb instance
isolated 1c.4g.20gb instances
* Full isolation of compute and  The 20gb memory is shared by
memory * The 20gb memory is shared by 4 single instance
instances

* Potential of unused compute

e Size might be an issue | |
 Memory issues (potential OOM) (Idle compute)
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MIG Overhead

root@hl100-serverl:~# nvidia-smi mig -1 @ -1gip

e e e e  ————————————————————————————————————————————— +
GPU instance profiles:
GPU Name ID Instances Memory P2P SM DEC ENC .
Free/Total  GiB CE JPEG OFA * No Free Lunch: There will always be some
® MIG 1g.10gb 19 7/7 9.75 No 16 1 0 overhead.
1 1 0
+ _______________________________________________________________________________ + [ ] ngn ] ]
| @ MIG 1g.1@gb+me 20 . 4/1 9.75 N6, 160 . 1 8 | * You will compromise for utilizing MiG feature
| 1 1 i1 |
+——— +
: 2 0D i s e e I » SM CE and Memory GiB are not exactly partitioned
+————————————— +
@ MIG 2g.20gb 14 3/3 19.62 N 32 2 0
: = / = » 1g = 16 SMs (base)
- +
| © MIG 3g.40gb 9 2/2 39.50 No 60 3 0 |
| s 2 0 e 39 = 60 SMs (3 x base + few additional SMs)
e +
| @ MIG 4g.409gb 5 3/ 39.50 No 64 4 0 |
| 4 4 0 e /g =132 SMs (all SMs)
e e e —————————————————————————————————————— +
| © MIG 7g.80gb 0 1/1 79.25 No 132 7 9
| 8 7 1|
e +

Figure J: H100 MiG available profiles



MiG Partition Creation

Steps to create MIG Profiles

root®Phl0@0-serverl:~# nvidia-smi -L

GPU ©: NVIDIA H100 80GB HBM3 (UUID: GPU-f@adcccé6—-9d17-0afé6-badb—-82402cce84b5)

| | | | | 1. nvidia-smi -1 0 -mig 1 (Enable MiG Mode for GPU 0)
Figure K : List available GPU devices (Only one device)
2. nvidia-smi mig -10 -Cgi 9,9 (GPU instance creation)

root@Phl100-serverl:~# nvidia-smi mig -1 @ -lgip
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e + T . . . ‘ . .
| GPU instance profiles: | 3. nvidia-smi mig -i 0 -cci (Compute instance assignment)
| GPU  Name ID Instances  Memory P2P SM DEC ENC |
| Free/Total GiB CE JPEG OFA | o o _ _ _
I:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::| nV|d|a—Sm| mlg | O —gl GI -CClI 0,0 (2 Separate Compute instance within Single g|)
| © MIG 1g.10gb 19 0/7 9.75 No 16 1 %) |
| 1 1 0 | root@hl100-serverl:~# nvidia-smi mig -i @ -1lgi
o e o o s e s o s S € € S S € S S S 5 S S S S S S S S S S D S S S S S G S S 5 G S S S D G S S G D S S S S S S + e e e e e s s e e S S S S S e S S i G e S G G S R
| © MIG 1g.10gb+me 20 0/1 9.75 No 16 1 0 | | GPU instances: |
| 1 1 1 | | GPU Name Profile 1Instance Placement |
S S S 8 A O 0 s e B 3 0 8 0 50l O 0 S B N 0 N 0 s + | ID ID Start:Size |

| -+ttt +r+r+r+r+r+r+r+r+++r+r+++r+—+++++Q+++—+—+++—+1++++++"1++T+"11+111+1 |
| © MIG 1g.20gb 15 0/4 19.62 No 26 1 0 | | 0 MIG 3g.40gb 9 1 B4 |
| 1 1 e | + _________________________________________________________ +
s e e e e e . | @ MIG 3g.40gb 9 2 Lt |
| © MIG 2g.20gb 14 0/3 19.62 No 32 2 0 | Ul i i o 0o O ol o sl i 0 +
| 2 2 9 | Figure M: List created GPU Instances
ittt ——— +
I @ MIG 3g.40gb 9 0/2 39.56 No 60 3 0 I root@hl100-serverl:~# nvidia-smi mig -i @ -lci
| 3 3 0 | e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
e e T | Compute instances: |

| GPU GPU Name Profile Instance Placement |
| @ MIG 4g.40gb 5 0/1 39.50 No 64 4 %) | | It ID b Start:Size |
| 4 4 o | | ID |
+ _______________________________________________________________________________ + I e o e — — — — —— —— —— —— ——— —— —— —— —— —— —— —— —— —— ————— —— —— —— —— —— —— —— —— —— —— —— —— |
| @ MIG 7g.86gb 0 0/1 79.25 No 132 7 o | L s .
I 8 74 | | | 0 2 MIG 3g.40gb 2 0 0:4 |
ittt + .5 e e e e s e e e O e e e +

Figure L : List available MIG gpu instance profiles on a H100 GPU Figure N: List created Compute Instances



MiG Partitions post creation

root@h100-server:~# nvidia-smi -L

GPU @: NVIDIA H100 80GB HBM3 (UUID: GPU-f@adccc6-9d17-0af6-ba@b-82402cce84b5)
MIG 3g.40gb Device ©: (UUID: MIG-cbd@b@cl-1449-5ed6-876a-dd5b483b65ca)
MIG 3g.40gb Device 1: (UUID: MIG-51c30d73-526a-5ca2-8914-900dfd3ceble)

Figure K : List available GPU devices (only one main GPU with 2 MiG instance)

root@Phl100-serverl:~# nvidia-smi mig -1 @ -lgip

o B e e e R R T T N root@Phl00-serverl:~# nvidia-smi mig -i 0 -lgi
| GPU instance profiles: | e e . L M
| GPU  Name ID Instances  Memory P2P SM DEC ENC | | GPU instances: |
| Free/Total  GiB CE JPEG OFA | | GPU  Name Profile Instance Placement |
I 1 1 6. | | @ MIG 3g.40gb 9 1 0:4 |
+ _______________________________________________________________________________ + + _________________________________________________________ +
| © MIG 1g.l10gb+me 20 0/1 9.75 No 16 1 K 0 | | @ MIG 3g.40gb 9 2 YA |
| 1 1 g T T it i A e +
e e e e el o S O - Figure M: List created GPU Instances
| © MIG 1g.20gb 15 0/4 19.62 No 26 1 0 |
| 1 1 0 |
e +
| © MIG 2g.20gb 14 0/3 19.62 No 32 2 o . | o ,
| 2 2 9 | root@Phl00-serverl:~# nvidia-smli mig -1 @ -lci
e +
SN e il e A A S B R = | Compute instances: |
| @ MIG 3g.40gb 9 0/2 39.50 No 60 3 0 | | GPU GPU Name Profile Instance Placement |
| 3 3 0 | | Instance ID ID Start:Size |
i B - A 'iii B i i i kA, lH + } ID I
| © MIG 4g.40gb 5 0/1 39.50 No 64 4 0 | L 0 | MIG 3g.40gb 5 5 0 |
| 4 4 9 | s - . - - +
0 M S A e o e B " | @ 2 MIG 3g.40gb 2 0 0:4 |
| © MIG 7g.86egb 0 0/1 79.25 No 132 7 o | T I +
JL 8 7 1 l Figure N: List created Compute Instances

Figure L : List available MIG gpu instance profiles on a H100 GPU



MiG Partitioning combinations

Combinations that waste Compute Slice
Combinations that waste Memory Slice
Combinations that use all available Compute and Memory Slices

Overhead for using MiG
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MiG combos that waste Compute !

‘1OGB 10GB | 10GB | 10GB|| 10GB | 10GB | 10GB 1OGB|

A: 39.40gb partition B: 39.40gb partition

SR RO OSSN S N IR AN S S
' 1 1 1 1 1 1
compute | compute |computecompute| compute | compute

Figure E1: H100 overview

Wasted !

« GPU Memory equal sliced but 1 SM got wasted !

H100 (80GB)

« Combination of 6 compute slice is prone to this.

8 X 10GB Memory slices
* 39.40gb sounds great but 6/7 SMs are being used ,

meaning 1/7 SM is WASTED (14% of your GPU compute is wasted) 7 X Compute slices
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MiG combos that waste Memory
1OGB 1OGBi H100 (80GB)

8 X 10GB Memory slices
| I . | .
1 1 1 1 1 1
compute | compute |compute |compute| kompute 2l compute
] ' '. | \\ |

Figure E1: H100 overview

10GB | 10GB | 10GB | 10GB

7 X Compute slices

. 7 x1c.1.9.10gb
e SMs fully used 7/7 Wasted !

* Memory 7/8 =70 Gb used and 10 GB wasted

12



Overall Compute Profiles

Config GPC GPC GPC GPC GPC GPC GPC — e e — GPU Direct
slice #0 Slice #1 Slice #2 Slice #3 Slice #4 Slice #5 Slice #6 RDMA

1 1 7 7 No

2 3 0 4+3 4+3 No

3 1 0 4+2+1 4+2+1 No

4 1 1 0 4+1+1+1 4+1+1+1 No

S 0 3+3 3+3 No

6 0 3+2+1 3+2+1 No

7 0 3+1+1+1 3+1+1+1 No

B 0 2+2+3 2+2+3 No

Supported

5 0 2+1+1+3 2+1+1+3 No MemBW
10 0 1+1+2+3 1+1+2+3 No proportional
11 0 1+1+1+143 141414143 No to size of the
12 0 2+2+2+2+1 2+2+2+2+1 No nstance
13 0 2+1+1+2+1 2+1+1+2+1 No

14 0 T+142+2+1 T+1+2+2+1 No

15 0 2+41+1+1+1+1 2+1+1+1+1 No

16 0 T+142+1+1+1 T+1+2+1+1+1 No

17 0 T+1+1+1+2+1 T+1+1+1+2+1 No

18 0 T+1+1+1+142 T+1+1+1+142 No

19 0 T+1+1+1+7+7147 [ 1+71+1+1+7+71+1 No

Figure 12: Profiles on H100
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Which Combinations leave no slice?

Configuration instances Compute Slice Memory
1 x 79.80gb 1 I 380 GB
1x 49.40gb + 1x 39.40gb 2 4+3=7 80 GB
1x 3g.40gb + 2x 2g.20gb, 3+24+2=7,
a 3 g 4+2+1=7 ~ 80GB
1x 49.40gb + 1x 2g.20gb + 1x 1g.20gb
3x 29.20gb + 1x 1g.20gb , 6+1=7,
4 3+2+2=7 80 GB
1x 39.40gb + 1x 29.20gb + 2x 19.10gb
1x 39.40gb + 4x 19.10gb. , 34+ 4-7.
> 4+2+1 =7 80 GB
~ 1x39.40gb + 1x 29.20gb + 2x 1g.10gb I S
6x 19.10gb + 1x 19.20gb 7 6+ 1= 80 GB

Figure O: MiG Slices for an H100 GPU 80GB
14



Overhead for using MiG

root®hl100-serverl:~# nvidia-smi mig -1 @ -lgip

B SR SN U L N i S R DR O L LA Sk SR U R SO L DO A SN e il U (T Lk ek ke SR ek RN At gk ek ik
GPU instance profiles:
GPU Name ID Instances Memory P2P SM DEC ENC
Free/Total GiB CE JPEG OFA

®© MIG 1g.10gb 19 7/7 9.75 No 16 1 0
i 1 0

P e R O e s e e G D O S U S D L S i O G e
| © MIG 1g.l10gb+me 20 1/1 9.75 No 16 1 0
| 1 1 1

+ _______________________________________________________________________________
| @ MIG 1g.20gb 15 A 19.62 No 26 1 0
| 1 1 0

B G N e e e G A N s e St N S N I e G A S DN S O A D S SN L L
@ MIG 2g.20gb 14 3/3 19.62 No 32 2 0
2 2 0

B SR SN U R bR N ki RN N DR A G A e KN B N b bk A SR il U T L Gk ke SR el RN At R ek i
© MIG 3g.40gb 9 2/2 39.50 No 60 3 0
3 3 0

+ _______________________________________________________________________________
@ MIG 4g.40gb 5 1/1 39.50 No 64 4 %)
4 4 0

PO RN LR SR S S SRR LN S SR SN SR LN LR G SRS RS LR SR SR SR LN L LR SR
© MIG 7g.80gb 0 1/1 79.25 No 132 7 0
8 7 1

000 0 0 S0 0O 0o R 9000 B0 1 o0 0 oW R0 Ok s 23 G U

No Free Lunch: There will always be
some overhead.

You will compromise for utilizing MiG
feature

SM CE and Memory GiB are not
exactly partitioned as name
suggests

1g = 16 SMs (base)
3g = 60 SMs (3 x base + few additional SMs)

79 = 132 SMs (all SMs)



Execution on MiG Instance

1- Create M|G InStance root@hl@0-server:~# nvidia-smi -L

GPU ©: NVIDIA H100 80GB HBM3 (UUID: GPU-f@adccc6-9d17-0af6-ba@b-82402cce84b5)
MIG 3g.40gb Device ©@: (UUID: MIG-cbd@b@cl-1449-5ed6-876a-dd5b483b65ca)
MIG 3g.40gb Device 1: (UUID: MIG-51c30d73-526a-5ca2-8914-900dfd3ceble)

2. Find the MIG device ID

Figure K : List available GPU devices (only one main GPU with 2 MiG instance)

3. Assign MIG Device UUID to CUDA_VISIBLE_DEVICES env var

Example: export CUDA_VISIBLE_DEVICES=MIG-cbd0b0c1-1449-5ed6-876a-dd5b483b65ca  (Using Device 0)

4. Run your workload in that environment :)

16



-

=

GPU instance profiles:

GPU Name ID Instances Memory P2P SM DEC  ENC
Free/Total GiB CE JPEG OFA

@ MIG 1g.23gb 19 1/7 20.50 No 18 1 0

2 1 0

® MIG 1lg.23gb+me 20 1/1 20.50 No 18 1 0

2 1 1

® MIG 1g.45¢gb 15 4/4 44.25 No 30 1 0

2 1 0

® MIG 2g9.45¢gb 14 3/3 44,25 No 36 2 0

4 2 0

® MIG 3g.90gb 9 2/2 89.00 No 70 3 0

6 3 0

® MIG 49.90gb 5 1/1 89.00 No 72 4 0

8 4 0

® MIG 79.180gb 0 1/1 178.50 No 148 7 0

16 7 1

root@bzoa—se;ver:~# []
Figure U: MiG Partitions options on B200
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B200 GPU MiG Profiles

root@b200-server:~# nvidia-smi mig -i @ -lgip

e B200 has 180GB VRAM
e Wan2.2 parallel video generation
e TI2V 5B:
 Max 3 relevant MiG Partitions
e S2V 14B:

e Max 2 relevant MiG Partitions



Video Generation

Wan2.2 S2V 14B Wan2.2 TI2V 5B
Does not support batching like LLMs * Does not support batching like LLMs
Large Model 12B Parameter * Medium Model 5B Parameter
prompt + image + audio to generate Video  prompt to generate Video
480P * 720P
* ~ 58 GB VRAM (Peak) » ~ 33 GB VRAM (Peak)

 ~55 GB VRAM (Constant) « ~21 GB VRAM (Constant)

18



Video Generation: Performance Tests

Test Method -~ Memory Usage Result ~ Time/Video
~ Basefne  _ . _g5@BConstan | ..
~ Basene  _.__. _2{GBConstant .
2 x Wan2.2 s2v 14B MPS OOM 1 OO.M 8m 50s
2 Process ' 1 Survived
Wan2.2 S2V 14B Worked 6m 50s for 14B
i MPS 5 i 5
" 2 process =E0EE
Wan2.2 TI2V 5B = P f ~ The 14B task finished early /m30sfor OB
3 x Wan2.2 TI2V 5B MPS OOM L 001 5min 455
3 process 2 Survived
MIG
2 xWan2.2 TI2V 5B ~ 80 GB Works om 50s
2 Instances
MPS §
3 x Wanz.2 112V 5B 2 53->2->1 - 79GB Works 3m 20s
1m start delay g g g
Processes - - -
2 x Wan2.2 s2v 14B 5 | arge instance ~ other MIG combination | Works for 8200 -3 Videos using MPS 12 mins
5 J 5 possible 4 X 1g.459b and 3 x 29.45gb B200: 4m / video

Figure P: Running two Large Wan2.2 S2V 14B Model processes for 480P Video Generation on H100 having 80GB VRAM using MPS
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H100 vs B200 for Wan?2.2

Max Videos that can be generated in

parallel

___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""

___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

B 200 using MiG

TI2V 5B S2V 14B

2 1o 3(staggered) 1
5 3
2 1

3 (faster) 10 4

4 x 19.45gb and 3 x 29.45gb 2 x 3g9.90gb and 1 x 49.90gb

Allows other

Isolation
work ?
Not Guaranteed Yes
Not Guaranteed Yes
Guaranteed | No
Leftover GPU Resources go waste
Guaranteed No

Leftover GPU Resources go waste

Figure W: Max no of video generation using MPS and MiG for two Wan2.2 models
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Possible Failures

bJ ssh

Every 2.0s: nvidia-smi b200-server: Sat Jan 31 15:47:18 2026

Sat Jan 31 15:47:18 2026

| NVIDIA-SMI 580.95.05 Driver Version: 580.95.05 CUDA Version: 13.0 |
| GPU Name Persistence-M | Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp  Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Compute M. |
| | | MIG M. |
| + + |
| © NVIDIA B200 On | 00000000:05:00.0 Off | Off |
| NJA 31C PO 140W / 1000W | 31MiB / 183359MiB | N/A Default |
| | | Enabled |
. . . . ! MIG devices: 1 1 1 |
 Multiple CI within a Single Gl ErTEd ares ory e 1wl Sharea
| ID ID Dev | Shared BAR1-Usage | SM Unc| CE ENC DEC OFA JPG |
| I | ECC| |
| + + + |
OOM O( :Cu rS | o6 5 o o | 3IMiB / 45312MiB | 18 N/A| 4 @ 2 0 2 |
| | OMiB / 19750MiB | | |
| © 5 1 1 | 31MiB / 45312MiB | 18 NJA | 4 0O 2 0 2 |
| | OMiB / 19750MiB | | |

- - + - - ]

" " . bJ ssh X +v D& -
 Large variation workload a fixed
File "/Wan2.2/myenv/lib/python3.10/site-packages/torch/nn/modules/module.py", line 1773, in _wrapped

_call_impl
return self._call_impl(xargs, sxkwargs)

| | ]
part It I O n File "/Wan2.2/myenv/1lib/python3.10/site-packages/torch/nn/modules/module.py"”, line 1784, in _call_im
pl

return forward_call(xargs, skkwargs)
File "/Wan2.2/wan/modules/s2v/model_s2v.py", line 760, in forward
x, seq_lens, self.pre_compute_freqs, mask_input = self.inject_motion(
File "/Wan2.2/wan/modules/s2v/model_s2v.py", line 588, in inject_motion
rope_embs = [
File "/Wan2.2/wan/modules/s2v/model_s2v.py", line 589, in <listcomp>
torch.cat([u, m], dim=1) for u, m in zip(rope_embs, mot_remb)
torch.QutOfMemoryError: CUDA out of memory. Tried to allocate 1.15 GiB. GPU @ has a total capacity of
44.25 GiB of which 57.06 MiB is free. Including non-PyTorch memory, this process has 44.16 GiB memory
in use. Of the allocated memory 43.81 GiB is allocated by PyTorch, and 148.04 MiB is reserved by PyTor
ch but unallocated. If reserved but unallocated memory is large try setting PYTORCH_CUDA_ALLOC_CONF=ex
pandable_segments:True to avoid fragmentation. See documentation for Memory Management (https://pyto
rch.org/docs/stable/notes/cuda.html#environment-variables)
Command exited with non-zero status 1
101.69user 47.34system 1:21.30elapsed 183%CPU (Qavgtext+@avgdata 25046792maxresident)k
1184inputs+24outputs (4major+13209069minor)pagefaults @swaps

Figure O1: Trying to run high variable workload results in OOM
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onitoring

Every 2.0s: nvidia-smi b200-server: Sat Jan 31 15:14:40 2026

Sat Jan 31 15:14:40 2026

1 -d . . I- b d . k . | NVIDIA-SMI 580.95.05 Driver Version: 580.95.05 CUDA Version: 13.0 |

f— +—— —— e e e e e e e +— +———————— e e e e +

. nvidia-smi (cli based quick view) e e e o e e i

| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Compute M. |

| I I MIG M. |

B s e e |

| @ NVIDIA B200 On | ©00000000:05:00.0 Off | off |

| NJA  31C PO 139W / 1000W | 31MiB / 183359MiB | N/A Default |

2. dcgm-exporter i i i Enabled |

u +—= + + +

e e -

| MIG devices: |

- - - - -

. . | GPFU GI CI MIG | Shared Memory-Usage | Vol| Shared |

*  An exporter binary that collects GPU metrics | ID ID Dev | Shared BAR1-Usage | SM Unc| CE ENC DEC OFA JPG |

I I I ECC] I

l: — ———— +:= ———————————————————————————————— + ——————————— +—' —— —— |

| ¢ 5 o o | 31MiB / 45312MiB |18 NA| 4 © 2 0 2|

_ _ | | OMiB / 19750MiB | | |

e (Can be combined with Prometheus and Grafana for == + + + +

. . . | ¢ 5 1 1 | 31MiB / 45312MiB |18 NA| 4 © 2 0 2|
visualization | | OMiB / 19750MiB | | | .

+ - - - -

Figure P: MiG Slices two compute 1¢.2g.45gb
 https://github.com/NVIDIA/dcgm-exporter.git
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https://github.com/NVIDIA/dcgm-exporter.git

Combining MiG and MPS

H100 GPU (80GB)

VIG Instance 1 MIG Instance 2 MIG Instance can have MPS within it

(39.40gb) (3g.40gb)

MPS Daemon

MIG instances cannot be created if

P3

- P4 MPS is already enabled earlier.

P2

(stop the MPS daemon and then MIG instances can be created)

Figure O: H100 with 2 MIG and 1 MIG with MPS
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Conclusion

High Variance workload Provision profiles with buffers to avoid OOM
For stable workloads MiG works well

If too high variance use MPS instead of MIG as it will avoid waste of
resources

For large video generation models like wan 2.2 S2V 14B MiG use B200
instead of H100
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Thank You



