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Who am I

About

▶ Ocassional Linux Kernel contributor [patches]

▶ Speaker at Open Source Summit Europe 2025. Amsterdam,
Netherlands.

▶ Technical author. Hackathon mentor & judge (e.g., Globee Awards).

▶ SW engineer at Intel®, focused on enabling Intel® Xeon® RDT
features

▶ Regular user of virtme-ng

Contacts
LinkedIn: https://www.linkedin.com/in/roman-st/
Email: romeusmeister@gmail.com
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Agenda

1. Introduction to syzbot and kernel fuzzing

2. The bug we’re going to reproduce (kmemleak)

3. virtme-ng: Why it accelerates kernel development

4. Clarification: What “5 minutes” really means

5. Live demo — reproducing & fixing a real syzbot bug

6. When virtme-ng shines (and when it doesn’t)

7. Questions & discussion
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Bug Source: syzbot

▶ Syzkaller is an unsupervised coverage-guided kernel fuzzer

▶ Syzbot - CI continuously fuzzes main Linux kernel branches and
automatically reports found bugs to kernel mailing lists

FOSDEM’26 Syzbot Bug in 5 Minutes — virtme-ng! Roman ”Hedin” Storozhenko <romeusmeister@gmail.com> 4/16

https://fosdem.org/2026/schedule/event/99ULYW-repro-linux-kernel-bug-5-min-virtme-ng/
https://www.linkedin.com/in/roman-st/


The Bug We’ll Reproduce

This bug was caught by a reproducer using the kmemleak kernel
module (kernel’s valgrind)
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virtme-ng: Make Linux Kernel Development Fun Again

Why?
virtme-ng significantly decreases VM load time and allows you to forget
about userspace and focus on kernel development

virtme-ng ”formula”
virtme-ng = QEMU/KVM lightweight VM + Linux Kernel + CoW host
filesystem mounted via virtiofs + minimal userspace init

Development cycles comparison

Traditional approach
▶ Rebuild Kernel

▶ Rebuild VM image containing OS with new
kernel (or load new kernel into VM
userspace)

▶ Boot VM, initialize userspace, and log in

▶ Test

▶ Fix

▶ Repeat

virtme-ng
▶ Rebuild Kernel

▶ Run virtme-ng with new Kernel

▶ Test

▶ Fix

▶ Repeat
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What ‘5 minutes’ really means

Important Clarification

▶ A Linux kernel does not compile from scratch in 5 minutes

▶ virtme-ng does not speed up compilation

▶ The speedup is in the test iteration, not the build

What is fast

▶ Rebuilding after a small patch

▶ Booting and testing immediately

▶ No userspace reinstall or VM image rebuild

▶ No userspace initialization and login

virtme-ng optimizes the build → run → test loop, not
the initial build.
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Demo setup dir structure: kernel source tree

Kernel source tree checked out at the commit containing the bug:

hedin@laptop :~/ prj/linux$ git log -1

commit 8f7aa3d3c7323f4ca2768a9e74ebbe359c4f8f88 (HEAD)

Merge: 015 e7b0b0e8e 4de44542991e

Author: Linus Torvalds <torvalds@linux -foundation.org >

Date: Wed Dec 3 17:24:33 2025 -0800

Merge tag ’net -next -6.19 ’ of

git ://git.kernel.org/pub/scm/linux/kernel/git/netdev/net -next

Pull networking updates from Jakub Kicinski:

"Core & protocols:

- Replace busylock at the Tx queuing layer with a lockless list.

Resulting in a 300% (4x) improvement on heavy TX workloads , sending

twice the number of packets per second , for half the cpu cycles.

- Allow constantly busy flows to migrate to a more suitable CPU/NIC

queue.

Normally we perform queue re-selection when flow comes out of idle ,

but under extreme circumstances the flows may be constantly busy.

Add sysctl to allow periodic rehashing even if it’d risk packet

reordering.

......................................................................
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Demo setup dir structure: ccahe, kernel build, reproducer

CCache build cache
hedin@laptop :~/. ccache/debugfs_bug$ CCACHE_DIR =~/. ccache/debugfs_bug/ ccache -s

Cacheable calls: 8238 / 8467 (97.30%)

Hits: 371 / 8238 ( 4.50%)

Direct: 369 / 371 (99.46%)

Preprocessed: 2 / 371 ( 0.54%)

Misses: 7867 / 8238 (95.50%)

Uncacheable calls: 229 / 8467 ( 2.70%)

Local storage:

Cache size (GB): 1.5 / 20.0 ( 7.32%)

Hits: 371 / 8238 ( 4.50%)

Misses: 7867 / 8238 (95.50%)

Reproducer directory structure:

bug/

build/ - kernel build output directory

.config - syzbot generated config (put it here before

build)

patch/

patch.diff - patch to apply

reproduce/

repro.c - syzbot generated C reproducer
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Demo - patch source

hedin@laptop :~/ prj/linux$ git diff

diff --git a/fs/debugfs/inode.c b/fs/debugfs/inode.c

index 532 bd7c46baf ..6 a7b285a4cab 100644

--- a/fs/debugfs/inode.c

+++ b/fs/debugfs/inode.c

@@ -860,8 +860 ,10 @@ int __printf(2, 3) debugfs_change_name(struct dentry

*dentry , const char *fmt , .

rd.new_parent = rd.old_parent;

rd.flags = RENAME_NOREPLACE;

target = lookup_noperm_unlocked (&QSTR(new_name), rd.new_parent);

- if (IS ERR(target))

- return PTR ERR(target);

+ if (IS ERR(target)) {
+ error = PTR ERR(target);

+ goto out free;

+ }
error = start_renaming_two_dentries (&rd , dentry , target);

if (error) {

@@ -881,6 +883,7 @@ int __printf(2, 3) debugfs_change_name(struct dentry

*dentry , const char *fmt , .

out:

dput(rd.old_parent);

dput(target);

+out_free:

kfree_const(new_name);

return error;

}
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Demo - Reproducer principle

Reproducer source code is big, instead it work description:

▶ Based on kmemleak (kernel’s memory leak detector, similar to
valgrind)

▶ Uses kmemleak control and info file
"/sys/kernel/debug/kmemleak"

▶ Runs in an infinite loop, terminating when a memory leak is
detected

▶ Prints kernel stack trace reported by kmemleak
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Demo - Reproduce the bug

Build reproducer:
$ gcc -o repro repro.c

Terminal 1: Run virtme-ng with built kernel
$ sudo vng --console \

--run /home/hedin/fosdem /2026/ syzbot/bug/build

hedin@virtme -ng:~/ fosdem /2026/ syzbot/bug/reproduce$ sudo ./repro

executing program

executing program

BUG: memory leak

unreferenced object 0xffff8880211891d8 (size 8):

comm "repro", pid 10177, jiffies 4294942828

hex dump (first 8 bytes):

2e 00 00 00 00 00 00 00 ........

backtrace (crc ecfc7064):

__kmalloc_node_track_caller_noprof +0x3cb/0x670

kstrdup +0x3c/0x80

kstrdup_const +0x63/0x80

kvasprintf_const +0xca/0x110

..............................................

Terminal 2: Connect via vsock
$ vng --console -client

hedin@virtme -ng:~/ fosdem /2026/ syzbot/bug/reproduce$ sudo dmesg -kw

[ 61.275543] kmemleak: 1 new suspected memory leaks (see /sys/kernel/debug/kmemleak)
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Demo - Fix the bug

Apply patch

$ git apply ~/ fosdem /2026/ syzbot/bug/patch/patch.diff

Build kernel:
# Build config based on syzbot generated

$ KBUILD_BUILD_TIMESTAMP=’’ CCACHE_DIR =~/. ccache/debugfs_bug/ \

time make CC=" ccache gcc" \

O=/home/hedin/fosdem /2026/ syzbot/bug/build \

oldconfig -j$(nproc)

# Build Kernel

$ KBUILD_BUILD_TIMESTAMP=’’ CCACHE_DIR =~/. ccache/debugfs_bug/ \

time make CC=" ccache gcc" \

O=/home/hedin/fosdem /2026/ syzbot/bug/build -j$(nproc)

Terminal:
hedin@virtme -ng:~/ fosdem /2026/ syzbot/bug/reproduce$ sudo ./repro

executing program

executing program

executing program

executing program

executing program

executing program
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Where virtme-ng Helps (and Where It Doesn’t)

Inefficient workflows

▶ Testing many patches across many kernel versions

▶ Frequent make clean / full rebuilds

▶ Switching between unrelated kernel trees (unless you have
per-kernel CCACHE dir)

Efficient workflows

▶ Testing multiple patches on the same kernel version

▶ Iterating on a bug fix
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Thank You

Questions?
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References

- virtme-ng github repo
https://github.com/arighi/virtme-ng
- syzkaller
https://github.com/google/syzkaller
- syzkaller bot
https://syzkaller.appspot.com/upstream
- Kernel Recipes 2024 - virtme-ng
https://www.youtube.com/watch?v=pw0kA9w3kUo
- Mentorship Session: Speeding Up Kernel Development With virtme-ng
https://www.youtube.com/watch?v=ZgMLGM2UazY
- AI-assisted Linux kernel patch testing (opencode + virtme-ng + local LLM)
https://asciinema.org/a/763692
- Reference to a bug that I will reproduce
https://syzkaller.appspot.com/bug?extid=3d7ca9c802c547f8550a

▶ asciinema recording of bug reproducing
https://asciinema.org/a/767681

▶ asciinema recording of bug fixing
https://asciinema.org/a/767683
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