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1. What is query federation?
2. Two philosophies
3. Why is federation important?

4. Iceberg federation

5. Challenges of querying a data lake

6. Building a unified lakehouse architecture
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. Key takeaways




Query Federation

Query data across different data sources
No need to physically copy or replicate data

Democratise access to data

Simplify data architectures




Without Query Federation
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Wlthout Query Federatlon
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Query Federation




Federation Challenges

Performance driven by the slowest source

... And also difficult to predict

Data access patterns and Security policies

Network limitations

Querying Data Lakes



Two philosophies

7 207777 , )
Federation as a First-Class Federation as an Extension
Global Query Layer to an OLAP engine
General purpose federation layer Complementary capability
Data is queried where it lives External data integrated into the engine
Optimised for flexibility Optimised for predict -
>

Handle as many data sources as possible Handle few impc :
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StarRocks

= OLAP Database

= Open Source

= Vectorized, MPP processing engine
= Federated query engine

= Lake-house integrations

= Cost Based Optimizer for query acceleration

= MySQL protocol compatibility




StarRocks
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Trino vs. StarRocks

Concern Trino StarRocks
Optimisation goal Global etficiency Latency predictability
Flexibility Very high Moderate
Statistics reliance Low High
Adaptability High Moderate
Performance The slowest data source OLALSEE o.pt1m1?e{ 3 , .
S W
Concurrency Moderate Very

Best workload
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Exploratory federation, ad-hoc
querie '
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Why is Federation Important?




Why is Federation Important?

Compute Storage

Compute Storage separation

Data is persisted in cheap cloud storage

Compute is provisioned on demand L

on top of Open Table Formats

’
Lakehouse architectures . :




Challenges Federating to Data Lakes

Object Storage Latency
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PROBLEMS I FEEL QUERY FEDERATION

Semantic load on engines BAD RJR\OU SON— ON DATA LAKES

Data Freshness
File Fragmentation

Schema evolution
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Use case: Apache Iceberg

Open Table Format, Open Spec

Wide Support in open source

Just a series of manifest lists and manifest files
that point to the actual data files

Readers rely on statistics to improve performance



Use case: Apache lceberg
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Ca‘tal% 7 poin‘ter The catalog keeps track of where each table lives. It resolves a
table name to the path of that table’s latest metadata file.
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Mez.oiia;ta Me:gl e“ta Metadata files in JSON describe the table’s structure—its

schema, partition spec, and the list of snapshots(s0, s1)

Manifest lists in Avro capture a single snapshot of a table
as a list of manifest files plus statistics for query planning.
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Federating to Iceberg
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Scan Tables directly in object storage Bring external data into the OLAP Engine

Pay the price of opening files at query time Cache data, metadata, results

Highly sensitive to table maintenance Optionally Matcpuns S R

Minimise remote reads



StarRocks Federation to Iceberg

-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

StarRocks FE Cluster:
Catalog Manager & Coordinator

....................................................

o FE 1
Ak
S

Jdbc ‘ FE 2
[=r¥:

FE 3

...............................................

------------------------------------

----------------------------------------------------

----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

L L T L T T T TN

StarRocks CN Cluster:
Execution Engine & Data Cache

Parquet

_ ¥
- =+ T
ﬁ; qu
[
-



How it looks in practice

HASH_JOIN v
id=6
© 51.86us
9.742K 1
EXCHANGE v EXCHANGE +
id=2 id=5%
mysql> SELECT * © 652.86us & 845.60us
-> FROM perf drawer occupancy employee tab month i‘ —
-> WHERE provider 1d = 604262;
— 9.742K 1
PROJECT PROJECT
id=1 id=4
O 30.97us O 6087.71us
9.742K 1
ICEBERG_SCAN v OLAP_SCAN
id=0 id=3

M 1.97ms ® 1.38ms

[C] snowflake__partner... [C] shedul_providers



How it looks in practice

perf_drawer_occupancy_employee_month

cln_lakekeeper_occupancy_employee

dim_perf_drawer_pivot_spine_month

lakekeeper.snowflake__

partners_reporting__occupancy_employee

dim_perf_drawer_periods

cln_locations

olap_data_sources.locations




Addressing the challenges

Object Storage Latency

Metadata + Data Caching

Data Freshness

Hot/Cold Data Separation

File Fragmentation

Caching + Materialized Views

Schema Evolution
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Asynchronously refresh
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Puttin

Ingestion lane

it all together

‘

PostgreSQL Schema Registry

l | ~
Compute Plane .}
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Sink Lane
Data from cold Older data tiered

\ storage queried to data lake
“ \ ) through federation
PostgreSQL /

ICEBERG{J HVE  ‘nio
46 Apache Paimon A

DELTA LAKE

Data Lake

AWS S3 / Cloud Storage

Parquet



Putting it all together
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Key Takeaways

Two philosophies: Orchestration-first vs. engine-first
They come with tradeoffs in terms of performance, cost and use cases
Industry shifts towards cheap, reusable, universal storage

Query engines need to adapt to the new lakehouse architectures




Q&A

Thank you for listening!
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