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message: Hi, Daphne!
timestamp: 1769773103
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message: Hi, Daphne!
timestamp: 1769773103

public_key: f299adce

signature: b5a89c2def

How can we be sure
Bobby sent this
message”?
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Make local-first
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Grow-Only Set It's a CRDT!
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Grow-Only Set
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Small Zoo of CRDTs

Grow-Only Set

Directed Acyclic Graph (DAG)
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Last-Write-Wins (LWW) Map
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Event Delivery and
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Authentication

Integrity
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message: Hi, Daphne!
timestamp: 1769773103

payload_size: 87
payload_hash: da49
backlink: bcd8
signature: 98be
public_key: a82f




Composing Event
Processors

Event
Processing

message: Hi, Daphne!
timestamp: 1769773103

predecessors: [21ba,
984a, ef9a]

(Hash-Based) Vector Clock

Lamport Timestamp, etc.

payload_size: 137
payload_hash: blla
backlink: bcd8
signature: a2ce
public_key: a82f




Event
Processing

Partial Ordering

Composing Event
Processors

~ (Hash-Based) Vector Clock
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Validation

Event Processing

Pipeline

message: Hi, Daphne!
timestamp: 1769773103
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predecessors: [21ba,
984a, ef9a]

payload_size: 137
payload_hash: blla
backlink: bcd8
signature: a2ce
public_key: a82f




Maybe we can
compose these in
the future?

Event
Processing

Partial Ordering
| Hash-Based Vector Clocks I

Groups / Multi-Device

| Lamport Timestamp I

Access Control
| p2panda-auth I
UCAN
| Meadowcap I
Byzantine Fault Tolerance

I Threshold Signatures

p2panda-groups

local-first-web/auth

Pruning / Garbage Collection

Braid Antimatter

Key Agreement
| Blocklace I
| p2panda-encryption I

2-Phase BFT Log




Composable vs.
-P Text-CRDT monolithic stacks
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Event
Processing

Base Convergent
Data Type

Event
Delivery

Walkaway Stack



Walkaway Stack

Event
Processing

Application can express everything
it needs in Event Processing layer

Base Convergent
Data Type

Event
Delivery

Choose different
Event Delivery layers
at any point
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Eventual Consistency
Guarantee?

Daphne




Local-First
Mesh Networking

Daphne

Bobby “-=a_
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Append-0Only Logs
for Broadcast-Only Sync
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Available Bandwidth
can be a problem

Data too

large?
message: Hi, Daphne!
timestamp: 1769773103

predecessors: [21ba,
984a, ef9a]

tinySSB

payload_size: 137
payload_hash: blla
backlink: bcd8
Experiments with syncing via LoRa, BLE signature: a2ce

public_key: a82f

Omits “redundant” / deterministic
data to reduce payload size

and packet radio over Atlantic Ocean




Radio-1like
Broadcast Overlays

| Direct Connections I
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Radio-1like
Try to establish a Minimum Spanning Tree Broadcast Overlays
to make sure every message reaches everyone

at least once and avoid flooding

Unreliable Multicast

PlumTree / Epidemic Broadcast Trees

HyParView



It's the same!

not really .. but in Walkaway does

the application really need to know?




“Broadcast” API

Eventually Consistent
Publish / Subscribe

stream(topic) -» (tx, rx)

ephemeral_stream(topic) > (tx, 1)

X

Ephemeral Messaging
Publish / Subscribe
WebXDC
| Most Walkaway in town! I




Dedicated relays Relays

or other network
participants

Daphne




Relays

Daphne

Make sure to leak

no metadata!




Relays

Daphne




Relays

Bobby

<ciphertext>



It shouldn’t matter
1f things go down

Daphne

Bobby -



Agree on a key before

Agree on key via side-channel
or use confidential exchange,
routing protocol in network

Decentralized Continuous
Group Key Agreement (DCGKA)

Symmetric Key
Check out:

p2panda-encryption
libgaul
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Connectivity Substrate
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Failed attempt to
paint a map




Thank you!

adz.garden

@adz@post.lurk.org

I want to do something {Book, Video Series, ..%
with the material from the lecture series. Write
me if you have $%$$, ideas or feedback to support
this work <3
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