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Context

40 % of DC consumption is due to

Estimated electricity demand from traditional data centres, dedicated Al data centres
and cryptocurrencies, 2022 and 2026, base case

servers
Exploding usage of accelerators (GPUs) £
will only “accelerate” this snowball effect

600

“Practical” solution is to engage theend
users to optimize their workflows 200 J
Need to provide relevant metrics and ° 2022 2026

DTraditional data centres B Cryptocurrencies B Dedicated Al data centres

tools to encourage optimization

IEA 2024

Compute Energy & Emissions Monitoring Stack (CEEMS)




CEEMS

Started as a tool to estimate energy consumption and equivalent emissions for
HPC workloads

Extended the stack to support Openstack and k8s

A system level stack

cgroups, perf subsystem, eBPF are at the heart of CEEMS

Based on CNCF Opensource components. Prometheus as TSDB and Grafana
for visualization. CLI client also available



CEEMS

Control Groups (cgroups) provide a mechanism for aggregating/partitioning sets of tasks, and all their future children, into hierarchical groups with

specialized behaviour. For Linux, a SLURM job, an Openstack VM or a k8s pod is effectively a cgroup
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CEEMS Architecture

VM
Metadata

Job

slurm " Metadata

waorkioad manager

Compute Serxer

metrics

MD DCGM CEEMS
job/ Exporter  Exporter Exporter
vM/ | - cgroups & Node
Pod ; cl J < B

‘ b NVIDIA GPU Metrics —
AMD GPU Metrics ————

k8s
Metadata

N2
%
- <
CEEMS API

Server

/i\

Aggregated metrics

a

< Access Control —

: —_—
Prometheus CEEMS LB
TSDB
Static & RT

Emission Factors

_—

Aggregated Data Query

TSData
Query

<

Grafana




Features

Monitors energy and performance metrics for different types of resource
managers

|O metrics are monitored in a file system agnostic manner using eBPF

Supports different energy sources like RAPL, HWMON, Cray's PM Counters and
BMC via IPMI or Redfish

Supports NVIDIA (MIG and vGPU) and AMD (QPX, TPX,...) GPUs

Realtime access to metrics via Grafana dashboards or using a CLI client tool
Access control to Prometheus datasource in Grafana



User Dashboards

v CPU Stats

Job CPU Utilization ©

45%
4%

0%

12:04:00 12:05:00 12:06:00 12:07:00 12:08:00 12:09:00
Name Min Max

== CPU Total on jzxh009 415%

415%

Mean
415%
415%

415%

== CPU Total on all nodes 415%

Job CPU Memory Utilization ©

v CPU Performance Stats (Available only when CEEMS_ENABLE_PERF_EVENTS=1env var is set in the job)

Job CPU Frequency ©

80 MHz
70 MHz
60 MHz
50 MHz
40 MHz %
30 MHz
20 MHz
10 MHz
0 Hz
12:04:00 12:05:00 12:06:00 12:07:00 12:08:00 12:09:00
Name Min Max

== CPU Freq. on jzxh009 76.8 MHz  78.9 MHz
43.4MHz 436 MHz

Mean
78.8 MHz

== Ref CPU Freq. on jzxh009 43.6 MHz

Job Host Power Usage ©

128 G?B 500 W
112 GiB 800509 o009 400 0o o
96 GiB 400 W
80 GiB
64 GiB 300 W
48 GiB
32618 20w
16 GiB
0B - 100w D 7 | 7 -
12:04:00 12:05:00 12:06:00 12:07:00 12:08:00 12:09:00 ow ’
Name Min Max Mean 12:04:00 12:05:00 12:06:00 12:07:00 12:08:00 12:09:00
= 5 S > Name Min Max Mean
== Total usable on jzxh009 17 GiB 17 GiB 17 GiB
S == Total consumption on jzxh009 203W 482w 463 W
== Used on jzxh009 391MiB  9.09GiB 653 MiB -
S S05TEn: TAonbE  EeemE == Total consumption on all nodes 203w 482W 463 W
JobCPUIPC © Job CPU Software Events ©
4 isns/cycle o - 0.8cls
3.5 isns/cycle 07cls /
3isns/cycle 0.6cls
2.5 isns/cycle 0.5c/s 4/\/k /
2 isns/cycle 0.4cls
1.5 isns/cycle 0.3c/s
1isns/cycle 0.2c/s
500 misns/cycle 01cls
0 isns/cycle Oc/s
12:04:00 12:05:00 12:06:00 12:07:00 12:08:00 12:09:00 12:04:00 12:05:00 12:06:00 12:07:00 12:08:00 12:09:00
Name Min Max Mean Name Min Max Mean
== CPU IPC on jzxh009 2461 y 3.99 i y 3.94 fcy == Context Switches on jzxh009 0.400c/s 0.800c/s 0.525c/s
== Total CPU IPC 2481 y 3.99 i y 3.941i y == Total Context Switches 0.400c/s 0.800c/s 0.525c/s

CPU Stats




User Dashboards

v GPU Stats
Job GPU Utilization ® Job GPU Memory Utilization © Job GPU Power Usage ©
100% 8% 5kW S— £ =
30% J
Y \
80% oy 4KW y = \
60% 20% 3kW / \
40% 5% 2kW
10%
20% £ W
0% 0% ow
14:40 14:45 14:40 14:45 14:40 14:45
Name Min Max Mean Name Min Max Mean Name Min Max Mean
== GPU: 2 on jzxh77 0% 100% 72% == GPU: 2 on jzxM77 0% 336% 24.2% == GPU: 2 on jzxM77 68.2wW 622 W 434w
== Average Usage on all GPUs 0% 100% 72% == Average Memory Usage on all GPUs 0% 336% 24.2% == Total Usage on all GPUs 544 W 492 kW 3.41kW
v GPU Profiling Stats
Job GPU SM Activity & Occupancy © Job GPU Graphics and Tensor Engines Activity © Job GPU FP Engines Activity ©
80% Qi 1%
70% s Z - 100%
60% 80% 0.8%
50% P 0.6%
0% 80% :
30% 40% 0.4%
20% o 5
0% 20% 0.2%
0% = 0% . 0%
14:40 14:45 14:40 14:45 14:40 14:45
Name Min Max Mean Name Min Max Mean Name Min Max Mean
== SM Activity on GPU: 2 on jzxh177 0% 75.0% 446% == Graphics Engine Activity on GPU: 2 on jzxh177 0% 99.6% 67.8% == FPB4 Activity on GPU: 2 on jzxh177 0% 0% 0%
== Average SM Activity on all GPUs 0% 751% 45.0% == Average Graphics Engine Activity on all GPUs 0.000238% 99.6% 68.6% == FP32 Activity on GPU: 2 on jzxh177 0% 0.952% 0.537%
== SM Occunancy GPLU: 2 on i7xh177 0%  359% 20.6% == Tensor Pine Activitv on GPLI: 2 on i7xh177 0%  283% 16.3% == FP16 Activitv on GPL: 2 on i7xh177 0% 0.0623% 0.0343%

GPU Stats



User Dashboards

+ 10 Stats

Job 10 Read/Write Bandwidth © Job 10 Read/Write Requests  ® Job 10 Read/Write Errors  © :

100 evt/s
8 MiB/s 80req/s 80 evt/s
6 MiB/s 60 req/s 60 evt/s
4 MiB/s 40reg/s 40 evt/s
2 MiB/s 20 req/s 20 evt/s
0B/s 0req/s 0evt/s . 2
02:00 04:00 06:00 08:00 10:00 12:00 02:00 04:00 06:00 08:00 10:00 12:00 02:00 04:00 06:00 08:00 10:00 12:00
Name Min Max Mean Name Min Max Mean Name Min Max Mean
== Read Bandwith on WORK on r1iOn0 0B/s 0B/s 0B/s == Read Requests on WORK on r1iOn0 Oreq/s 0 reg/s 0 reg/s == Read Requests on WORK on r1ion0 Oevt/s Oevt/s 0 evt/s
== Write Bandwith on WORK on r1i0n0 1.88 KiB/s 8.97 MiB/s 503 KiB/s == Write Requests on WORK on r1i0n0 23.9req/s 871reg/s 43.4reqls == Write Errors on WORK on r1iOn0 Oevt/s Oevt/s 0evt/s
== Total Read Randwith on WORK 0R/s 0Rls 0RI/s == Total Read Reauests an WORK 0 reals 0 reals 0 reals == Total Read Frrors on WORK Oevtls  Devtls Oevtls |
v Network Stats
Job Network Ingress/Egress Bandwidth © Job Network Ingress/Egress Packets ©
" 16 kp/s
3 MiB/s 14 kpls
2.50 MiB/s 12 kp/s
2 MiB/s 10 kp/s
1.50 MiB/s g :P;S
% pls
1MiB/s 4kpls
512 KiB/s 2kpls
0B/s Opls
02:00 03:00 04:00 05:00 06:00 07:00 08:00 09:00 10:00 11:00 12:00 13:00 02:00 03:00 04:00 05:00 06:00 07:00 08:00 09:00 10:00 11:00 12:00 13:00
Name Min Max Mean Name Min Max Mean
== Ingress Bandwith tcp/ipv4 on rtion0 619B/s 1.69KiB/s 154 KiB/s == Ingress Packets tcp/ipv4 on r1i0n0 6.40p/s 15.4kp/s 497 pls
== Egress Bandwith tcp/ipv4 on r1ion0 619B/s 3.05MiB/s 8.56 KiB/s == Egress Packets tcp/ipv4 on rlion0 6.40p/s 15.4kp/s  49.7pls
== Total Inaress Randwith tenfinvd 619 R/s 169 KiR/s 154KiR/s == Total Inaress Packets tenfinva

6.400n/s 154kn/s  497nls

|IO/Network Stats



CLI Client Tool
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Cluster Dashboards - Operators

Scrape Job: ® slurm X X v ‘ Emission Factor Provider: ® | RTE eCO2 Mix v Country: ® | France v

+ Total Energy Breakdown By Job + © ¥ Total Emissions using RTE eCO2 Mix Breakdown by ... ©®©
opel gpu opel gpu

u u

h

Value Percent Value Percent
= slurm: gpu 1.86 KWh 61% = slurm: gpu 4469 61%
== openstack: gpu 998 Wh 33% == openstack: gpu 24049 33%
== openstack: host 103 Wh 3% == openstack: host 2479 3%
== slurm: host 78.2 Wh 3% == slurm: host 1.88¢g 3%

v Current Overall Usage (active nodes with jobs + idle nodes) from 2025-03-23 10:33:09 to 2025-03-23 11:33:09

¥ Average CPU Usage & © & Average CPU Memory Usage & © + Total Energy Usage + ©

1.94 «wh

w 3.86% 76.3%

m Average GPU Usagem ©

o}

& Average GPU Memory Usage ... ¥ Total Emissions # ©

RTE eCO2 Mix

46.5¢

49.8%

® Lastlhour v @ & Refresh 15m v

+ Total Power Usage + ©

3kW
2KW _ Af——r_ i — /T 5
= Y - %T%
TkW =
ow
10:35 10:40 10:45 10:50 10:55 1:00 n:05 1n:10 115 n:20 n:25 130
Name Min Max Mean
== Total Power Usage 974 W 270 kW 1.94 kW
) UAct Baisnr | ldasn aaw  aEtw 700w
¥ Total Emissions Rate using RTE eCO2 Mix @@ ©
20 mg/s
15 mals jJ A w
10 mg/s 1_‘_\/: m ~ J—“fﬂ-’:
5mgls =
0gls
10:35 10:40 10:45 10:50 10:55 11:00 1n:05 110 115 n:20 n:25 1n:30
Name Min Max Mean
== Total Emissions Rate 6.49 mg/s 18.0mg/s 12.9 mg/s
— Unct Cmincinne Datn 18N nle  1RT male B2 unle
+ Total Energy + © ¥ Total Emissions using RTE eCO2 Mix¢¥ ©
Value Percent Value Percent
== GPU 1.86 kWh 96% == GPU 297g 96%
== Host 78.2Wh 4% == Host 125mg 4%

GPU.
1.86 kWh 2079




Cluster Dashboards - Operators

Usage Stats ©
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Supported Metrics

CPU and GPU Energy Usages and Emissions

CPU and GPU Usages and Memory Usages

CPU Hardware/Software/Cache Perf Metrics

GPU Profiling Metrics (for NVIDIA GPUs)

|O (Read/Write bytes, bandwidth, requests, errors)
Network (TCP/UDP, IPv4/IPv6, Ingress and Egress)
Selected RDMA Metrics (QPs, MRs, requests)

All metrics are per cgroup (SLURM job, Openstack VM, k8s pod)



Metrics alone are not enough...

Usage and perf metrics give a rudimentary idea of how application is behaving
Need to profile the application to figure out the bottlenecks and hotspots

Deterministic Profiling: Record call stack & memory stats, investigate and iterate

Limitations of deterministic profiling:

o Overhead
o Hard to recreate problematic scenarios
o Distributed systems make these only worst

Continuous Profiling



Continuous Profiling

e Continuous profiling: Statistical profiling based on sampling call stack

o eBPF based

o No instrumentation needed
o Very low overhead

o “Always On” in production

e \Works out-of-the-box for compiled languages like C, C++, FORTRAN, Go,...
e Championed by Google and heavily used in cloud native eco-system
e Grafana, Splunk, Datadog, Amazon, Polar signals offer Open Source profilers

CEEMS Exporter supports Grafana Pyroscope



CEEMS Architecture with Continuous Profiling
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Continuous Profiling of SLURM Jobs

Total nanoseconds of CPU time consumed

Labels ¥

10 mins \/\
6.67 mins \,”___’llﬁ_/\/”\d\
3.33 mins
Ons
04:57:00 04:58:00 04:59:00 05:00:00 05:01:00 05:02:00 05:03:00 05:04:00 05:05:00 05:06:00 05:07:00 05:08:00 05:09:00 05:10:00 05:11:00 05:12:00 05:13:00 05:14:00 05:15:00 05:16:00
== total cpu = 4.67 hours
¥ Flame graph for 450780 (cpu) © Explain Flame Graph
Unresolved symbols P
Search... |T‘ ] ¥ ‘ = = || TopTable Flame Graph Both ‘ ‘;_13‘
Symbol Self ¥ Total 4.67 hours | 16.8 Tri samples (Time)
£ Q gs_rho_atom_methods_mp_calculate_rho_atom_coeff_ 32.1 mins 1.08 hours
£ Q __kmpc_atomic_float8_add 29.3 mins 29.3 mins
£ Q hfx_energy._potential_mp_integrate_four_center_ 29.0 mins 4.99 hours o - — - I
MAIN _ (4.17 hours) l
£ Q gs_ks_atom_mp_update_ks_atom_ 27.9 mins 1.05 hours cp2k_runs_mp_run_input_ (4.17 hours) E
- 5 = = force_env_methods_mp_force_env_calc_energy force  (4.17 hours) I
£ Q  hfx_energy_potential_mp_update_fock_matrix_ 18.9 mins 22.2 mins qs_force mp_gs._calc.energy force. (4.17 hours)
£ Q hfx_pair_list_methods_mp_build_pgf_product_list_ 16.7 mins 25.8 mins qs_force mp_gs_forces_ (4.17 hours)
‘gs_energy mp_qs_energies_ (4.62 hours) qs.
£ Q MPIDI_CH3I_Progress 13.6 mins 13.6 mins qs_ qs_scf mp_scf_ (3.89 hours) las.
g Q  hfx_pair_list_methods_mp_build_pair_list_pgf_ 7.68 mins 7.68 mins e G ) G5 st loopluti sci Xt
£ Q ortho_cxyz_to_grid 7.05 mins 715 mins gs_rho_methods 1 qs_ks_methods_mp_qs_ks_upd:
A : rt N 7
£ Q f64xsubfi28 6.32 mins 6.32 mins hfx_energy potential mp_integrate four cei _ kmpc fork - | _knpc_fork_c_
= = g : 2 5 = 7 kmpc_fork _call (1.52 hours) _kmp_fnrk_(l xcn _ kmp_fork ca hfx_energy potential mp i
s s_dispersion_pairpot_mp_calculate_dispersion_pairpof 6.16 mins 7.32 mins e ol
¥ Q |as.disp BETROSTD B patrpot, __kmp_fork call (1.52 hours) _kmp invoke K&  kmp invoke  kmpc fork call (5.2 mi
£ Q fldnintval A'87mins 487 mins __kmp_invoke_microtask (1.52 hours) las_ks_atomn| xc. __kmp_fork call (55.2 min
hfx_energy potential mp_integrate four ¢ xc_ __kmp_invoke microtask (5
€ Q  hfx_compression_methods_mp_hfx_get_mult_cache_elements_ 4.24 mins 4.69 mins _ kmpc_aton hfx_enerc hfx _energy potential mp i
£ Q t.c_g0_mp_pd2val_ 3.86 mins 3.86 mins hizteneroy-gotentd .
| i PR nfx_pair Ui
£ Q copy_user_enhanced_fast_string 3.78 mins 4.02 mins



Continuous Profiling of SLURM Jobs

Total nanoseconds of CPU time consumed Labels ¢

40s
30s
20s
10s

Ons
09:50 10:00 10:10 10:20 10:30 10:40 10:50 1:00 n:10 n:20 n:30 1m:40 n:50 12:00 12:10 12:20 12:30 12:40
== total cpu = 1.19 hours

W Flame graph for 482834 (cpu) © Explain Flame Graph
P— [e][][#][= = [ TopTable Fiamecrapn Botn | [a]
Symbol Self ¥ Total 119 hours | 4.29 Tri samples (Time)
£ Q Image.py Image.__transformer 14.3 mins 14.3 mins
£ Q supporters.py TensorRunningAccum.append 8.72 mins 8.73 mins pylaia-htr-train-ctc <module> (1.5 hours)
£ Q  rn.py LSTM.forward 6.99 mins 7.01mins
£ Q edit_based.py Levenshtein._cycled 5.91 mins 7.50 mins
£ Q  ImageFile.py JpegimageFile.load 4.73 mins 5.48 mins
£ Q image_pooling_ py ImagePooli forward 3.40 mins 3.56 mins
training_ SingleDevicePlugin.start_training (1.05 hours)
9 & || ey i memeny amne o AS0MNS sy pitiooprun (Leshours
£ Q ctc_greedy_decoder.py <listcomp> 1.24 mins 1.48 mins =
€ Q padding_collater.py collate_tensors 1.22 mins 1.40 mins  training epoch loop TrainingEpochLoop.advance (1.61 hours)
£ Q reductions.py reduce_storage 1.19 mins 3.86 mins
£ Q checks.py check_tensor 1.06 mins 1.06 mins
00p._run_op
¢ Q  functional.py to_tensor 1.04 mins 1.26 mins training_batch_loop TrainingBatchLoop. opt training_batch_
£ Q shmem_getpage_gfp 49.0s 1.74 mins =_
£ Q  Image.py JpeglmageFile.convert 46.8 s 6.29 mins _
£ Q Image.py Image.point 440s 525s e o e e e =
£ Q conv_block.py get_output_size 429s 431s training_ SingleDevicePlugin.optimizer ste




Exporter Overhead

CPU and Memory Usage averaged over ~360 nodes.
-10d2 2025-03-22 11:44:35 x Res. (s) Show Exemplars

CPU Usage: < 0.5 %

.
Mem. Usage: ~ 100 MiB
. :




Benchmarks

Randomised SVD with varying matrix size

Randsvd performance with energy and profiling

350
300
250
£ 200
2
~ 150
100
——Freqgcapl
50 ——Freqcapl, + ceems: energy
——Freqcapl, + ceems: energy + profiling
0
0 200 400 600 800 1000

Matrix rank

Variation

Randsvd performance variation with energy and profiling

——Freqcapl, + ceems: energy

——Freqcapl, + ceems: energy + profiling

200 400 600 800 1000

Matrix rank




Technical Details

e 100 % Go (except the bpf programs which are in C)
e CEEMS apps are Capability Aware
e Uses eBPF for IO and Network metrics

Process Process
HeBPF

write() read() sendmsg() recvmsg()
Syscall Syscall
HeBPF HeBPF
A Vv | .
X O [ File Descriptor ] Sockets hesPF
g c VFS  lempF TCP/IP  empr
— g [ Block Device ] [ Network Device ]
HeBPF éeaPF

Xy
HeBPF




Testing & ClI

Battle tested in Cl. > 75 % of unit test coverage.

More than 60 e2e tests

«a
@ Minor improvements in power usage collectors #747

(@ Summary
Triggered via pull request 26 minutes ago Status

Jobs T mahendrapaipuri opened #330 power_coll improvs Success
@ testlint V.

test-unit v
° ci.yml
@ test-e2e v on: pull_request
@ build v
@ packaging v

@ test-lint/lint 265 @ ® @ test-unit/ unit-tests 4m17s @

@ docker v
© quay b4
@ docker-test ¥
@ quay-test v
Run details
® Usage

&9 Workflow file

Total duration Artifacts

17m 46s 2

® @ build / build

® @ test-e2e/e2e-tests

CI/cD
Docs
Package

Meta

7msés @ ® @ docker /images

12m53s ® @ quay/images

® @ packaging / packaging

(O c lpssne] @ passeo]

docs fpassing GO0 reference
release W00

license

1m17s

GPL-3.0 § go report A+

Re-run all jobs

® @ docker-test / images 19s

® @ quay-test/images 14s

code style gofmt



Packaging

@cacct-0.7.0-linux-amdé4.deb 9.47 MB last week
. . .
Pre-compiled binaries, RPM/DEB
’ Qcacct-0.7.0-linux-arm64.deb 8.81 MB last week
" Qcacct-0.7.0-linux-armé4.rpm 8.95 MB last week
packages and OCl images are e
Qceems-0.7.0.linux-amd64.tar.gz 77.6 MB last week
H | bl f d 'ff t h Dceems-0.7.0.linux-armé4.tar.gz 72.6 MB last week
ava I a e O r I e re n a rC S L] Qceems-0.7.0.linux-mips.tar.gz 71.9 MB last week
Dceems-0.7.0.linux-mips64.tar.gz 71.7 MB last week
. .
Helm chart is also available S AT e rss o
@ceems-0.7.0.linux-mipsle.tar.gz 70.4 MB last week
Qceems-0.7.0.linux-ppc6dle.tar.gz 73.7 MB last week
Repository Tags conpect RN sronsnawes Dceems-0.7.0.linux-riscvé4.tar.gz 73.1 MB last week
— @ceems_api_server-0.7.0-linux-amdé4.deb 26.9 MB last week
. 1-160f16 Fiter Tags.
Qceems_api_server-0.7.0-linux-amdé4.rpm 27.4MB last week
e LASTMODIFED | S size EXPIRES MANIFEST
s A . » i - - sums momns & g (D€eems_api_server-0.7.0-linux-armé4.deb 253 MB last week
A linux on amdes © 1Unknown . 1fixable 818 MiB swuss aissncacean: @ceems_api_server-0.7.0-linux-armé4.rpm 25.8MB last week
4 linuxon ames © 1 Unknown . Lable  77.3MiB sHss Tortieratsor @ceems_exporter-0.7.0-linux-amd64.deb 15MB last week
B swse smzaasaas Qceems_exporter-0.7.0-linux-amd64.rpm 15.4 MB last week
>
@ceems_exporter-0.7.0-linux-armé4.deb 14 MB last week
latest A A sdaysago e Chid Man A e SAzss s3nasniaails ? @
Qceems_exporter-0.7.0-linux-armé4.rpm 143 MB last week
4 linuxon amds4 O tun Lfxable 818 MB Az Lzseabscires
A finux on amed © 1Unknown . 1fixable 773 MiB Sazss casasasients @ceems_Ib-0.7.0-linux-amde4.deb fz2Me Instweek;
B swss swamieain @ceems_Ib-0.7.0-linux-amd64.rpm 18.3MB last week
b Qceems_Ib-0.7.0-linux-armé4.deb 16.9 MB last week
vro A A 6daysago See Child Manitests. NA Never SHAZS6 939038435413 &
= i ° @ceems_lb-o.7.o~linux-arm64.rpm 17.3MB last week
& linuxon amdsd O tutkiown . Liable 818 MB e ——
Qredfish_proxy-0.7.0-linux-amdé4.deb 9.11 MB last week
A linux on amé4 © 1Unknown . 1fixable 7.3 MiB SHAZSH cal0s4aichrd
Qredfish_proxy-0.7.0-linux-amd64.rpm 9.28 MB last week
B sz 3sasseaats
» Qredfish_proxy-0.7.0-linux-armé4.deb 8.49 MB last week

Qredfish_proxy-0.7.0-linux-armé4.rpm 8.63 MB last week



Final Remarks

CEEMS provide a “complete” monitoring solution
Running on Jean Zay since ~ 1,5 years with a scrape frequency of 10s

Currently working on support for cloud VMs using SPEC Power database.

A demo instance is available to play around

Grid5000/SLICES-FR platform has been of immense use
during the development of this stack.
A huge thanks to Grid5000/SLICES-FR team.



https://www.spec.org/power_ssj2008/
https://ceems-demo.myaddr.tools/d/adrenju36n2tcb/cluster-status

Thank you

Resources:

CEEMS GitHub Repo
CEEMS Docs

CEEMS API Server Docs
CEEMS Helm Chart

CEEMS Exporter Metrics List
CEEMS Demo
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https://github.com/mahendrapaipuri/ceems
https://mahendrapaipuri.github.io/ceems/
https://mahendrapaipuri.github.io/ceems/api
https://github.com/ceems-dev/helm-charts
https://mahendrapaipuri.github.io/ceems/docs/components/metrics
https://ceems-demo.myaddr.tools/d/adrenju36n2tcb/cluster-status

