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Formal Verification Update WROCQ
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https://gitlab.com/bluerocksec/NOVA
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[ Raspberry Pi 4 ) ASUS NUC14RV Pro
L 4C Arm Cortex-A72 (Maia) ) 6P +10E Intel Core Ultra 7 165H (MTL)
[ ARMv9.2-A [ Raspberry Pi 5 ) ASUS NUC15CR Pro
4C Arm Cortex-A76 (Enyo) ) 6P+10E Intel Core Ultra 7 265H (ARL)
NVIDIA DGX Spark )
10B Arm Cortex-X925 (Blackhawk)
10L Arm Cortex-A725 (Chaberton)

Same NOVA Binary
make ARCH=aarch64 BOARD=acpi

Same NOVA Binary
make ARCH=x86 64
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Kernel Functionality for User-Mode Device Drivers

Driving a device requires access to device registers (typically MMIO)

> Can be mapped into a PD’s Host Space (Host-Driven) or Guest Space (Guest-Assigned)
Host driver needs to receive and acknowledge device interrupts

> Interrupts signaled via UP on interrupt semaphore, DOWN acknowledges interrupt
Access Control for DMA Transfers DMA = HPA Remapping

> assign_dev assigns a Device to a DMA space

Access Control for Global System Interrupts GS| = CPU+SM Remapping

> assign_int assigns an Interrupt to a Device and configures/routes that interrupt
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DMA Translation (Arm SMMUv3)
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Interrupt Subsystem (Arm GICv3)
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Interrupt Subsystem (x86)
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Interrupt Differences

Arm x86

R/
%*

% Global Pin-Based (GICD) Global Pin-Based (IOAPIC)

> (E)SPI configuration registers > |OAPIC Redirection Table
% Per-CPU Pin-Based (GICR) % Per-CPU Pin-Based (LAPIC)

> (E)PPI configuration registers > Local APIC Vector Table
% Message-Signaled (GITS) % Message-Signaled (IOMMU)

> Several LPl-related tables > One interrupt remapping table
Interrupt asserts a global INTID Interrupt asserts a per-CPU vector

” NOVA Microhypervisor @ BlueROCk
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Interrupt Semaphore Tables

Global (Arm)

% Indexed by GSI number (INTID)

> (Checks GSI < GSIMAX

> Table index must match GSI
% Interrupt Scalability Limit

> 219 GSls in the entire system

> Practical Limit; Number of LPIs

1"

CPU-Local (x86)

% Indexed by local VEC number
> Checks VEC = VEC,, .

> Table index can be any VEC
% Interrupt Scalability Limit

> 219 GSls per PCI segment group
> Practical Limit: ~200 per CPU
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GIC Interrupt Translation Service

Event ID INTID
o T Tt TTTTTmTmm T s mm T I . ‘1*‘
1 :
[ i i
TN N 1 (T Collection/ N s D
Device ——1| I———) ITT Entry
-~ > DEV Entry ) “....> GICR Target Address
GICR
Interrupt
Device Translation Collection
K Table / K Table / K Table / K /
[ BASER[?] ] per Device [ BASER[?] ]
setup once at DC creation setup at each interrupt reconfiguration setup once at boot

%  Which BASER[O...7] maps what table type is only defined for GIC = v4p1

= System software must discover+remember the table type of each BASER
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Programming GIC ITS Base Registers

% Indirect bit (63) defines if a table is one-level (flat) or two-level (hierarchical)
> This field is RAZ/WI for GIC implementations that only support flat tables
< Shareability bits (11:10) define outer/inner shareable or not shareable
> [t is implementation-defined whether this field has a fixed value or can be programmed
% PageSize bits (9:8) define the page size used by the table as 4K, 16K or 64K
> [fthe GIC implementation supports only a single, fixed page size, this field might be RO
% Size bits (7:0) allow up to 256 pages to be concatenated at the top-level

= System software must keep trying various settings until a configuration sticks

o NOVA Microhypervisor @ BlueROCk
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NOVA API: Naming Devices and Interrupts

% Access Control requires naming and delegation/revocation of resources

> NOVA Authorization Model: Capabilities
% Multiple hypercalls need to name a device or an interrupt

> The naming scheme is dictated by the hardware architecture instead of being generic
% ldea: Store the architecture-specific details once upon object creation

> Interrupt details = in Interrupt Semaphore via Interrupt Semaphore Descriptor (I1SD)

> Device details = in Device Context via Device Topology Descriptor (DTD)

= Keeps the rest of the hypercall API clean and access-control checks generic

" NOVA Microhypervisor @ BlueROCk

Udo Steinberg - FOSDEM 2026



NOVA API: Device Contexts

% Encapsulate architecture-dependent information for a platform device

> Device Topology (Unique ldentification)

m Arm: Device ID, Stream ID

m x86: PCl Segment / Bus / Device / Function

> |nformation about associated DMA / Interrupt Translation Units
@ Arm: SMMU / GITS address
m x86: IOMMU address

% Provide access control via capability permissions for assigning the device as

> Source of DMA transfers targeting a DMA space (assign_dev)

> Source of MSI/LPI targeting an interrupt semaphore (assign_int)
NOVA Microhypervisor ", BIueRock
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NOVA Releases and Features

Coherency Management (Arm)
GIC ESPI/EPPI (Arm)
New Interrupt Semaphore Tables

Device Contexts
Device Capabilities
Lin. Addr. Space Separation (x86)
Boot Speed Improvements (Arm)

A

ACQ/REL Atomic Accesses
UEFI GOP Support
Framebuffer Console

25.08

25.17

25.26

25.35

25.43

25.52

26.08

64bit Multiboot Enhancements
SMMU Abstraction Layer
SMMU v3 (Arm)

16

Interrupt Translation Service (Arm)
Locality-Peripheral Interrupts (Arm)
Large Allocation Support

Y

Public FM Specs + Proofs
Improved Reference Counting
Per-PD Slab Allocators
MKTME Key Partitioning (x86)

NOVA Microhypervisor
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HMAC Cryptography
TPM HMAC Authorization Sessions
Specifications for Weak Memory
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Framebuffer Console
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< Framebuffer Performance

> NVIDIADGX Spark (Arm)
m 2048x1536 @ 858 fps
> Raspberry Pi4 (Arm)
m 1920x1200 @ 245 fps
> ASUS NUC15 Pro (x86)
m 1920x1080 @ 4537 fps

7/

% Using the UART console will

slow the framebuffer down

<
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What’s Next?

.0

0.0

18

We plan to make significant portions of the BlueRock user-mode stack publicly

available under an open-source license in the near future

Reducing the barrier of entry

> There will be a global Kconfig for the entire software stack
> The build process will put all components into one big monolithic image

> The same mono-image can be booted in several different ways:
m As a Multiboot2-compatible kernel image
m As a bzlmage from a Linux-compliant bootloader (e.g., GRUB, u-Boot, etc.)
m As a UEFI executable from firmware (e.g., UEFI shell, UEFI boot menu)
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Questions and Discussion

The NOVA microhypervisor is licensed under GPLv2

Releases: https://github.com/udosteinberg/NOVA/tags

More Information: hypervisor.org
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