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What are PyTorch and ExecuTorch?
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Two Steps to ExecuTorch Development

1.Build ExecuTorch
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Two Steps to ExecuTorch Development

2.Customize Performance
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Building With ExecuTorch
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Building With ExecuTorch
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Our Experience: A RISC-V Platform
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Our Experience: A RISC-V Platform
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Customize Performance
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Customize Performance
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Optimization in Depth: Memory

DMA

* Cache frequently used data  * Algorithms are predictable

— e.qg. initial layers — regular loops
* Break data into “tiles” - pre-fetch data
- e.g. sub-areas of images ~ e.g.image convolution
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Optimization in Depth: DMA
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Optimization in Depth: Quantization
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Optimization in Depth: Quantization
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The Performance Benefit
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